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POVZETEK

V zadnjih nekaj letih smo prica hitremu porastu uporabe aplikacij in storitev, ki so dostopne
predvsem preko javnega oblaka. Na enak nacin se povecuje tudi zanimanje za dostopnost
storitve znotraj posameznih organizacij, ki so gostovane v zasebnem ali hibridnem oblaku. Ta
trend prinasa Stevilne prednosti, kot so povecana agilnost, razsirljivost, elasti¢nost in dostopnost
do podatkov ter storitev od kjer koli in kadar koli. Vendar zahteva tudi ustrezno in robustno
infrastrukturo podatkovnih centrov, ki lahko zagotovi nemoteno delovanje in varnost teh

storitev.

Diplomsko delo je posveceno opisu sodobnih konceptov, posameznih gradnikov in arhitekture
omreZij sodobnega podatkovnega centra. V prvem delu se osredotocam na sodobne trende in
vpliv pojava racunalniStva v oblaku na razvoj arhitekture omrezij podatkovnih centrov in
zgodovinski pregled razli¢nih arhitekturnih konceptov. V nadaljevanju sledi opis primernih
protokolov in tehnologij za zagotavljanje ucinkovitega delovanja obla¢nih storitev, pri cemer
je nujna moderna arhitektura podatkovnih centrov, kot je arhitektura CLOS. Ta arhitektura
omogoca visoko zmogljivost, zanesljivost in razsirljivost omrezij, kar je klju¢no za podporo
velikim obremenitvam in hitro spreminjajo¢im se potrebam uporabnikov storitev. Poleg tega
omogoca preprosto upravljanje omrezja in izboljSano varnost, kar je bistveno za zaScito

podatkov ter zagotavljanje skladnosti z razlicnimi standardi in predpisi.

Vzpostavitev in vzdrzevanje sodobne omrezne infrastrukture v podatkovnih centrih sta vse
pomembnejsa. To vkljuCuje uporabo naprednih tehnologij, kot so navidezna okolja,
avtomatizacija in orodja za nadzor, ki omogocajo ucinkovito upravljanje in optimizacijo virov.
S tem se zagotavljajo zanesljivost, varnost in visoka razpoloZljivost storitev, kar je klju¢no za
zadovoljstvo kon¢nih uporabnikov. Predstavljena so teoreti¢na izhodis€a in moznosti uporabe

umetne inteligence pri upravljanju in nadzorovanju omrezja.

V zadnjem delu diplomskega dela je predstavljen primer takSnega omrezja iz prakse, ki vsebuje

vse lastnosti sodobne arhitekture podatkovnih centrov.

Kljucéne besede: podatkovni center, sodobna omrezja, CLOS, arhitektura Spine-Leaf,

arhitektura podatkovnih centrov.
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ABSTRACT
Networks of Modern Data Centers with CLOS Architecture

In recent years, we have witnessed a rapid increase in the use of applications and services that
are primarily accessible through the public cloud. Similarly, interest in the availability of
services within individual organizations hosted in private or hybrid clouds is also growing. This
trend brings numerous advantages, such as increased agility, scalability, elasticity, and access
to data and services from anywhere, at any time. However, it requires an appropriate and robust

data center infrastructure to ensure the smooth operation and security of these services.

This thesis is dedicated to describing modern concepts, individual components, and the
architecture of networks in modern data centers. The thesis focuses initially on modern trends
and the impact of cloud computing on the development of data center network architecture, as
well as a historical overview of various architectural concepts. Following this, there is a
description of suitable protocols and technologies necessary for ensuring the efficient operation
of cloud services, requiring a modern data center architecture such as the CLOS architecture.
This architecture enables high performance, reliability, and scalability of networks, which is
crucial for supporting heavy workloads and the rapidly changing needs of service users.
Additionally, it allows for easy network management and improved security, which is essential

for data protection and ensuring compliance with various standards and regulations.

The establishment and maintenance of modern network infrastructure in data centers are
becoming increasingly important. This includes the use of advanced technologies such as
virtual environments, automation, and monitoring tools that enable efficient management and
resource optimization. This ensures the reliability, security, and high availability of services,
which is crucial for end users' satisfaction. The theoretical foundations and possibilities of using

artificial intelligence in network management and monitoring are also presented.

In the final section of this thesis, an example of such a network from practice is presented,

encompassing all the features of modern data center architecture.

Keywords: data center, modern networks, CLOS, Spine-Leaf architecture, data center

architecture
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UvVOD

V zadnjih petnajstih letih je priSlo do eksponentnega porasta uporabe aplikacij in storitev, ki
gostujejo v razli¢nih tipih podatkovnih centrov. Z naras¢ajoco priljubljenostjo racunalnistva v
oblaku so se podatkovni centri razvili v zahtevne IKT-sisteme, ki morajo zagotavljati visoko
zmogljivost, zanesljivost, razsirljivost in varnost. Tradicionalne omrezne arhitekture pogosto
ne zadoScajo ve¢ tem zahtevam, zato se uvajajo nove reSitve, kot je arhitektura CLOS
(arhitektura, poimenovana po znanstveniku Charlesu Closu, ki jo je v letih po letu 1950

formaliziral), ki omogoca uc¢inkovitejSe delovanje in upravljanje podatkovnih centrov.

Arhitektura CLOS, prvotno razvita za potrebe telekomunikacijskih omrezij, je postala klju¢na
tehnologija tudi v svetu podatkovnih centrov. Znacilna je po svoji razirljivosti in zmoznosti
obvladovanja velikih obremenitev ter podpiranju hitrega prilagajanja potrebam uporabnikov.
OmreZzja, zasnovana po tej arhitekturi, zagotavljajo nizko latenco in visoko prepustnost, kar je

bistveno za sodobne aplikacije in storitve.

1.1 Opis podrodja in opredelitev problema

Podrocje raziskovanja obsega raCunalniska omrezja, natan¢neje in podrobneje se osredotoca na
racunalniske in telekomunikacijske protokole, tehnologije, uporabljene znotraj sodobnih
podatkovnih centrov. Opravljena sta pregled razvoja in uporabljenih konceptov s prednostnimi
in slabostmi ter primerjava s sodobnimi arhitekturami. Kljub prednostim, ki jih prinasa
arhitektura CLOS, se organizacije pri implementaciji $e vedno srecujejo s Stevilnimi izzivi. Ena
izmed glavnih tezav je kompleksnost zasnove in upravljanja tak$nih omrezij. Potrebno je
poglobljeno razumevanje specificnih tehnologij in protokolov, ki omogocajo ucinkovito
delovanje teh omrezij. Poleg tega je pomembno zagotoviti visoko raven varnosti, saj so
podatkovni centri tarCa Stevilnih kibernetskih napadov. Vzpostavitev in vzdrzevanje sodobne
omrezne infrastrukture zahtevata tudi uporabo naprednih orodij za nadzor in optimizacijo virov,

kar predstavlja dodatne izzive za organizacije.



1.2 Namen, cilji in osnovne trditve

Diplomsko delo se osredotoca na podrobno preucitev arhitekture CLOS in njenih prednosti ter

izzivov pri implementaciji v sodobnih podatkovnih centrih. Namen je raziskati, kako lahko

uporaba te arhitekture izboljSa delovanje podatkovnih centrov, ter predstaviti prakti¢ne primere

uporabe in primere dobrih praks za uspes$no implementacijo.

Diplomsko delo vsebuje naslednje hipoteze:

H1: Arhitektura »Spine-Leaf« (omenjena arhitektura predstavlja sodoben nacin izgradnje
omrezij podatkovnih centrov) omogoca boljSo razsirljivost podatkovnih centrov v

primerjavi s tradicionalnimi topologijami.

H2 Podatkovni centri, zgrajeni na topologiji »Spine-Leaf«, dosegajo nizjo omrezno latenco
in so zanesljivej§i v primerjavi s podatkovnimi centri, ki uporabljajo tradicionalne
topologije.

H3: Arhitektura »Spine-Leaf« omogoca vecjo fleksibilnost pri upravljanju omrezja, kar
vodi k hitrejSemu prilagajanju spreminjajo¢im se potrebam podatkovnega centra.

H4: Arhitektura »Spine-Leaf« omogoca preprostejSe upravljanje in s tem bolj optimalne

stroSke za delovanje omrezja podatkovnih centrov.

HS5: Zaradi preproste arhitekture »Spine-Leaf« omrezij je uvajanje v Ul (umetne
inteligence) preprostejSe ter tako natan¢nejSe in hitrejSe odkrivanje nepravilnosti tako v

konfiguracijah kot tudi delovanju omrezja.

1.3 Uporabljene raziskovalne metode

V nadaljevanju diplomskega dela bodo uporabljene naslednje raziskovalne metode:

lastno pridobljeno znanje,
primerjalna metoda,
pregled obstojece strokovne literature,

analiza podatkov.

10



2 ARHITEKTURA PODATKOVNIH CENTROV

2.1 Uvod in trendi

S pospeSenim razvojem racunalnis$tva v oblaku in z izkoriS¢anjem njegovih prednosti, kot so
doseganje boljSega izkoristka strojne opreme in posledi¢no zmanjSevanje stroSkov kapitala,
hitrej$a in boljSa prilagodljivost uporabniskim zahtevam, u¢inkovito spremljanje uporabljenih
virov, vsesplosna dostopnost itd., se vse ve¢ podjetij in organizacij odloca za selitev svojih

storitev in aplikacij iz tradicionalnih podatkovnih centrov k ponudnikom oblacnega gostovanja.
Zaradi zelje po izkoriS€anju petih glavnih znacilnosti racunalnistva v oblaku, ki so:

e samopostrezna storitev na zahtevo,

e Sirok dostop do omrezja,

e clasticnost zdruzevanja virov,

e  hitra elasti¢nost,

e izmerjena storitev,

je bilo treba tradicionalno arhitekturo podatkovnih centrov nadgraditi, da omogoc¢a ¢im bolj
optimalno nudenje storitev, aplikacij in vsebin. Nujno potrebno je, da zagotavlja visoko stopnjo
kibernetske varnosti in ve¢najemnega modela, pri ¢emer je njegova glavna lastnost ta, da si ve¢
razlicnih uporabnikov deli skupne IKT (informacijsko-komunikacijske tehnologije) vire

(omrezne, racunske in shranjevalne).

Po navedbah svetovno znane organizacije za raziskave in analize trga na podro¢ju IKT Gartner
Inc. bo v letu 2024 za 20,4 % vec porabljenih sredstev za uporabo javnega oblaka v primerjavi
z letom 2023, kar znasa 675,4 milijarde ameriSkih dolarjev. Spodnja tabela predstavlja

predvideno rast porabljenih sredstev za storitve javnega oblaka do leta 2025.
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@023 2024 _ 2025
2023 2024 2025
o i iGrowth o i Growth o i Growth
pending _ pending pending
%) (%) (%)

Cloud Application
Infrastructure Services (FaaS) 1142034 o5 172,449 206  [211589 227

Cloud Application Services

(Saas) 205,998 IEX 247,203 20,0 295,083 19.4
Cloud Business Process

Services (EPzas) 55,162 7.5 72675 9.8 82,262 13.2
Cloud Desktop-as-a-3ervice

(D=zas) 2708 1.4 3,062 13.1 3,437 12.3
Cloud System Infrastructure

Services (lzas) 143,302 ne.1 120,044 25.6 232,391 29.1
Total Market 561,104 17.3 675,433 (204 824,763 22,1

Slika 1: Prikaz porabljenih sredstev za storitve javnega oblaka

Vir: (Gartner, 2024)

TakSna rast je posledica zelo intenzivnega uvajanja storitev umetne inteligence in
modernizacije ter uvajanja novih aplikacij, ki so primerne za obla¢no infrastrukturo. Prav to je
vzrok za povisano rast storitev PaaS (angl. Platform as a Service) in laaS (angl. Infrastructure
as a Service), ki belezita najvecjo rast v zadnjih letih. Najvecji trzni delez Se vedno pripada

storitvam SaaS (angl. Software as a Service) (Gartner, 2024).
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2.2 Arhitektura tradicionalnih podatkovnih centrov

Omrezna topologija tradicionalnih podatkovnih centrov temelji na hierarhi¢ni zasnovi, ki
praviloma vkljucuje ve¢ plasti omreznih naprav. Najbolj razsirjen sta dva modela drevesne
strukture, ki ju predstavlja spodnja slika, Slika 2. Taks$na zasnova vkljucuje naslednje tri glavne

plasti oziroma nivoje:

e dostopno plast,

e agregacijsko ali distribucijsko plast,
e jedrno plast.

V primeru manj$ih podatkovnih centrov se lahko jedrna in agregacijska plast zdruzita v eno in

tvorita tako imenovano arhitekturo zdruzenega jedra.

TEDRG)/ TEDRG)/
agrecacion W AcREACA

Slika 2: Tradicionalni arhitekturi omrezja podatkovnega centra

Vir: (Lasten vir)

Naprave, uporabljene na dostopni plasti, so stikala, ki omogocajo protokol Ethernet in njihova
vloga je prikljucitev streznikov in servisnih naprav znotraj posamezne strezniSke omare.
Znotraj podatkovnega centra lahko namestimo dostopna stikala na konec vrste omar (angl. End
of Rack) ali na vrh omare (angl. Top of Rack). Primeri dobrih praks narekujejo ve¢domni nacin

priklopa kon¢nih naprav in tudi povezovanje dostopnih stikal proti agregacijski plasti.

Stikala na agregacijski plasti ravno tako nudijo podporo protokolu Ethernet in so praviloma

vzpostavljena v podvojeni postavitvi. Zagotavljajo neprekinjeno delovanje ob izpadu
13



posameznega stikala v danem trenutku. Naloga agregacijske plasti sta zdruzevanje povezav

dostopne ravni in povezava do jedrne plasti.
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Naloga jedrne plasti oziroma Ethernet stikal sta usmerjanje prometa med razli¢nimi omreZnimi
segmenti znotraj podatkovnega centra in zagotavljanje povezljivosti s preostalimi logi¢no
zakljuCenimi deli omrezja npr. WAN (angl. Wide Area Network), MAN (angl. Metropolitan
Area Network), Internet ipd.

Hitrosti povezav in tipi priklju¢kov (opti¢ni, bakreni) so odvisni od posamezne postavitve.
Praviloma velja nenapisano pravilo, da hitrosti in zmogljivosti uporabljenih stikal nara$c¢ajo od

dostopne ravni proti jedrni.

Zagotavljanje varnosti v omrezju tradicionalnega podatkovnega centra je vecplastno in
razdeljeno na posamezno raven arhitekture. Delitev oziroma segmentacija omreZja v manjse
enote je v splosSnem zagotovljena s protokolom IEEE 802.1Q ter je odvisna posameznih potreb

in strukture organizacije.

V nadaljevanju je nastetih nekaj najpogostejsih nacinov delitve:
e funkcionalna ali poslovna enota,

e geografska lokacija,

e glede na tipe naprav,

e glede na varnostno politiko,

e glede na vrsto prometa itd.

Dostopna raven nudi varnostne mehanizme, kot so na primer zas¢ita pred poplavljanjem
okvirjev »unicast«, »multicast« in »broadcast«, razlicne varnostne funkcionalnosti zascite
protokola STP (angl. Spanning Tree Protocol) (BPDU Guard, Root Guard, Loop Guard ipd.),
mehanizmi zaznavanja enosmerne komunikacije po opti¢nem vlaknu (angl. Unidirectional Link

Detection) itd.

V tradicionalni omrezni arhitekturi podatkovnih centrov ima agregacijska raven klju¢no vlogo,
saj deluje kot mejna tocka med uporabo L2- in L3-protokolov. Na dostopni ravni omrezja se
vecinoma uporabljajo L2-protokoli, ki omogocajo preprosto preklapljanje in povezovanje
kon¢nih naprav. Vse naprave v isti skupini VLAN (angl. Virtual Local Area Network) na tej

ravni lahko komunicirajo neposredno s pomocjo L2-protokolov in brez potrebe po usmerjanju.

Ko promet doseze agregacijsko raven, se obic¢ajno preklopi z L2- na L3-protokole. Agregacijska

raven zdruzuje promet iz ve¢ dostopnih stikal in nudi podporo usmerjevalnim protokolom.
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Prav zaradi slednjih zagotavljanje varnostne politike temelji na filtrih oglasevanja in

sprejemanja usmerjevalnih poti ter uporabe list dostopa na vmesnikih L3.

Opisana arhitektura se spopada z ve¢ pomembnimi slabostmi, ki vplivajo na delovanje,
ucinkovitost in razsirljivost omrezja. Ena izmed glavnih slabosti je omejen obseg razsirljivosti
in lahko postane zelo neprakti¢na pri veliki koli¢ini prometa med posameznimi plastmi. To
lahko predstavlja ozko grlo. Zaradi narave delovanja protokola vpetega drevesa (STP) so
posamezne podvojene povezave iz strani algoritma postavljene v nedelujoce stanje in s tem
prepreCujemo moznost nastanka zank na L2-ravni. S tem izgubimo polovico pasovne Sirine, ki
jo imamo na voljo. Sorazmerno visoka raven togosti arhitekture preprecuje hitro in enostavno
vpeljavo novih storitev in aplikacij, kar upocasnjuje razvoj in prilagajanje poslovnim potrebam

na trgu.

Opisane slabosti so podrobneje opisane in slikovno ponazorjene v naslednjih podpoglavjih.

2.2.1 Neuporabljene povezave, konvergencni Cas in neoptimalno posredovanje prometa

Vsem razli¢icam protokola vpetega drevesa je skupno, da pri svojem delovanju zgradijo drevo
in na podlagi blokiranih povezav preprecujejo nastanek zank v omrezju. Rezultat je, da so
posamezne povezave med stikali v blokiranem stanju in s tem neizkoriS¢ene za posredovanje
prometa. Z viSanjem Stevila sprememb na povezavah je vecje Stevilo ponovnih izratunov
vpetega drevesa in posledi¢no visja poraba sistemskih virov stikal. Druga slabost je visok
konvergencni Cas, ki se pojavi ob ponovnem izracunu drevesa. Delovanje protokola lahko
optimiziramo na nacin, da spreminjamo privzete vrednosti ¢asovnikov in s tem zagotovimo
stabilno stanje po izpadu pod sekundo, vendar se ob uporabi povezav hitrosti od 10 Gb/s do

100 Gb/s lahko odraza v izpadu prometnih tokov.

Prometni tokovi med posiljateljem in prejemnikom vedno potujejo skozi stikalo, ki ima vlogo
vrha vpetega drevesa, navkljub temu, da lahko v omrezju obstaja krajSa pot. TakSen nacin

posredovanja prometa predstavlja neoptimalno delovanje.
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2.2.2 Prometni tokovi v podatkovnih centrih

V podatkovnih centrih lahko prometne tokove razdelimo na dve vrsti glede na smer poteka.
Prva je v smeri sever-jug, ki predstavlja promet med kon¢nimi uporabniki v razli¢nih delih
omrezja proti razlicnim streznikom in napravam znotraj podatkovnega centra. Primer dobrih
praks narekuje, da se prometne tokove usmeri ¢ez pozarno pregrado in uveljavi predpisane

varnostne politike.

Drug tip prometnih tokov je v smeri vzhod-zahod in poteka znotraj streznikov v podatkovnem
centru. Ti prometni tokovi so klju¢ni za delovanje aplikacij, ki zahtevajo komunikacijo med
razliénimi strezniSkimi komponentami, kot so na primer aplikacijski in podatkovni streznik. Z

vecanjem Stevila aplikacij se drasti¢no povecuje tudi koli¢ina opisanih prometnih tokov.

2.2.3 Poplavljanje okvirjev tipa »broadcast«

V pravilnem delovanju okvirji Ethernet, poslani iz izvornega stikala, ne smejo biti poslani nazaj
na isto izvorno stikalo. Zaradi napake v nastavitvah stikal oziroma ne pravilnega delovanja se
vseeno lahko zgodi scenarij, v katerem okvirji za¢nejo kroziti skozi stikala. Zaradi pomanjkanja
varnostnega mehanizma pri okvirjih Ethernet se lahko slednji poSiljajo v nedogled. Taksen

primer lahko v celoti ohromi delovanje omrezja podatkovnega centra.

Omrezni protokol IP ima varnostni mehanizem v obliki polja TTL (angl. Time to Live), ¢igar
vrednost se zmanjSa za ena vsakic, ko paket potuje skozi napravo tipa L3. Ob doseZeni vrednosti

ni¢ se paket zavrze.

2.2.4 Mobilnost streznikov in domena odpovedi

Razvoj virtualizacije streznikov je prinesel marsikatero prednost in poenostavitev sistemske
administracije. Mobilnost bremen v tradicionalnih podatkovnih centrih se spopada s
pomembnimi omejitvami. Ena izmed glavnih slabosti je kompleksnost naslavljanja naslovov
IP in konfiguracije omrezja pri premikanju naprav. Vsaka sprememba fizicne lokacije
navideznih streZznikov ali kon¢nih naprav pogosto zahteva rocne prilagoditve omreznih
nastavitev, kar lahko povzroci napake. Zazeleno je, da se navidezni delovni stroji s selitvijo
med razlicnimi podatkovnimi centri preselijo brez ponovnega zagona in ohranijo mrezne

nastavitve.
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Praviloma je v tradicionalnih podatkovnih centrih omogoceno seljenje navideznih delovnih
naprav med razlicnimi geografskimi lokacijami na nacin, da se ohranijo vsi parametri omreznih
nastavitev. S takSno razSiritvijo omreznega segmenta Cez razlicne fizicne lokacije znatno
povecamo domeno odpovedi. Ob morebitnih tezavah, kot je na primer poplavljanje okvirjev
L2, znotraj posameznega omreznega segmenta, lahko povzrocijo tezave v delovanju celotnega

podatkovnega centra.

2.2.5 Segmentacija omreZja

V tradicionalnih podatkovnih centrih je za delitev omrezja na manjSa podomrezja praviloma
uporabljen protokol IEEE 802.1Q, ki je princip delitve na skupine VLAN oziroma navidezna
omrezja. Standard predpisuje polje TAG znotraj okvirja Ethernet v velikosti 12 bitov, kar
pomeni, da je najvecje mozno Stevilo VLAN skupin 4.096. V praksi je to Stevilo Se nekoliko
manjse, kajti proizvajalci omrezne opreme in standard predvidevajo nekaj rezerviranih skupin

VLAN, ki niso splo$no namenske.

Opisani nacin ima tri poglavitne slabosti. Prva je Stevilo moznih skupin VLAN, ki se lahko
uporabijo za delitev. Druga je posledica prve, kajti veCanje Stevila skupin se odraza v povecani
obremenjenosti kontrolne ravnine stikal in porabi strojnih virov za protokole, kot so usmerjanje,

ARP (angl. Address Resolution Protocol), STP itd.

Zadnja slabost je vpeljava varnostne ali omrezne politike, ki temelji na skupinah VLAN in ne
na posamezno koncno napravo oziroma streznik. Spreminjanje topologije omrezne

infrastrukture vpliva na varnostno oziroma omrezno politiko.
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2.3 Arhitektura sodobnih podatkovnih centrov

V zadnjih letih so arhitekture sodobnih podatkovnih centrov zacele prevzemati vse vecji delez
na trgu v primerjavi s tradicionalnimi resitvami. Tradicionalni podatkovni centri, ki so temeljili
na hierarhi¢ni omrezni arhitekturi s tremi ravnmi, se vse bolj umikajo bolj elasti¢nim,

raz$irljivim in zmogljivim reSitvam, ki temeljijo na principu CLOS.

Arhitektura CLOS je poimenovana po Charlesu Closu, ki jo je zasnoval v letih okoli 1950 in jo

teoreti¢no opisal za delovanje takratnih telefonskih omrezij.

Eden izmed glavnih razlogov za ta premik je hitro rasto¢a potreba po obvladovanju velikih
koli¢in podatkov in prometa v podatkovnih centrih, kar je posledica digitalne transformacije,
oblac¢nih storitev in razvoja tehnologij, kot so internet stvari (angl. Internet of Things), umetna
inteligenca in strojno ucenje. Sodobne arhitekture, kot je CLOS oziroma arhitektura »Spine-
Leaf«, omogocajo boljSo obravnavo vzhod-zahod prometa, ki prevladuje v danasnjih
podatkovnih centrih. Te arhitekture zagotavljajo nizko latenco, visoko pasovno S§irino in
zmoznost preproste horizontalne in vertikalne razsiritve, kar je kljucnega pomena za sodobne

aplikacije in storitve.

Poleg izboljsane zmogljivosti sodobne arhitekture omogocajo tudi ve¢jo avtomatizacijo in lazje
upravljanje. Tradicionalni podatkovni centri zahtevajo obsezno ro¢no konfiguracijo in
vzdrzevanje, kar poveCuje operativne stroske in tveganje za napake. Nasprotno sodobne resitve
podpirajo avtomatizacijo omreznih operacij, kar poenostavlja upravljanje, zmanjsuje stroske in

povecuje zanesljivost.

Pri nacrtovanju sodobnega podatkovnega centra je treba odgovoriti na vpraSanja, ki predvsem

naslavljajo opisane pomanjkljivosti tradicionalnih arhitektur, predstavljene v poglavju 2.2:
e Na kakSen nacin zagotoviti popolno izkori§¢enost omreznih povezav?
e Kako zagotoviti nizek konvergencni ¢as ob izpadu posameznega gradnika topologije?

e Ali obstaja nacin, da prometni tokovi uporabljajo predvidljivo najkrajSo pot med izvorom

in ponorom?
e Kako zagotoviti preprosto razsirljivost v primeru potrebe po dodatnih strojnih virih?
e Na kakSen nacin lociti odvisnost logi¢ne topologije in fizi¢ne lokacije gostovanja

streznikov?
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e  Zagotoviti je treba preprosto upravljanje in nadzor.
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2.3.1 Arhitektura »Spine-Leaf«

Sodobni podatkovni center mora biti nacrtovan kot zakljucena celota, ki uporabnikom nudi
gostovanje svojih aplikacij in storitev ter omogoca preprosto razsirjanje in dodajanje strojnih
virov glede na njihove potrebe. Podatkovnih centri, zgrajeni na arhitekturi »Spine-Leaf,
uporabljajo medsebojno povezane omrezne naprave, ki skupaj delujejo kot enotno, integrirano
omrezje, ki ga lahko opiSemo tudi kot veliko preklopno matriko (angl. Data Center Fabric

Switching).

Opisani koncept prinaSa ve¢ pomembnih lastnosti in koristi, vklju¢no z visoko zmogljivostjo,

razsSirljivostjo, nizko latenco in s preprostim upravljanjem.

V primerjavi s tradicionalno tri ravensko drevesno arhitekturo ima arhitektura »Spine-Leaf«

praviloma dve ravni, in sicer:
e Dostopno raven (angl. Leaf)

Stikala dostopne ravni so neposredno povezana s strezniki in kon¢nimi napravami v
podatkovnem centru. Vsako stikalo »leaf« se povezuje z vsakim stikalom »spine«, kar
omogoca preprosto in predvidljivo Siritev omrezja. 1z tega izhaja, da ima vsako stikalo
»leaf« enako Stevilo povezav do stikal »spine«. To zagotavlja enotno in predvidljivo
zmogljivost za vse streznike in naprave, ne glede na njihovo fizicno lokacijo v
podatkovnem centru. Stikala dostopne ravni se uporabljajo tudi za priklop servisnih naprav
in povezljivost do ostalih logi¢no zakljucenih delov omreZzja, npr. LAN/MAN/WAN (angl.
Wide Area Network).

e Hrbteni¢na raven (angl. Spine)

Stikala »spine« delujejo kot hrbtenica omrezja in povezujejo stikala »leaf« med seboj.
Vsako hrbteni¢no stikalo je povezano z vsakim dostopovnim stikalom, kar ustvarja
popolnoma povezano omrezje. Primer dobrih praks narekuje, da se na hrbteni¢na stikala
ne povezujejo koncne ali servisne naprave. Dopusca se moznost, da se stikala »spine«
uporabljajo za povezavo drugih hrbteni¢nih stikal iz geografsko lo¢enih podatkovnih

centrov.
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Spodnja slika predstavlja arhitekturo »Spine-Leaf«.

SPINE

PM%/&M nealrika

Slika 3: Arhitektura »Spine-leaf«

Vir: (Lasten vir)

Stevilo povezav med dostopnimi in hrbteni¢nimi stikali se izracuna po naslednji enacbi in je

enako zmnozku Stevila stikal obeh ravni:
Stevilo povezav = $tevilo dostopnih stikal x$tevilo hrbteni¢nih stikal

Geometrijska lastnost opisane topologije predpisuje pravilo, da ne glede na lokacijo priklopa
kon¢ne naprave je med napravam vedno enaka in hkrati najkrajSa dolzina poti. Iz tega izhaja,

da so zakasnitve v omrezju nizke in predvidljive.

Tradicionalna arhitektura podatkovnih centrov temelji na protokolu vpetega drevesa in njegova
narava delovanja postavi vse podvojene povezave v blokirano stanje. S tem izgubimo priblizno
polovico povezav in pasovne Sirine. Soo¢amo se tudi z visokimi okrevalnimi Casi v primeru
ponovnega izracuna drevesa. V nasprotju s tem arhitektura »Spine-Leaf« v podloznem omrezju
(angl. Underlay) uporablja povezave tipa L3 in s tem ni potrebe po protokolu STP. Mehanizem
enakovrednega usmerjanja prometa (angl. ECMP) poskrbi, da so v prekrivnem omreZzju (angl.

Overlay) vse povezave enakomerno izkoriscene.
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Spodnja slika predstavlja primerjavo med tradicionalno in sodobno arhitekturo omrezja
podatkovnega centra in porazdelitev prometnih tokov glede na posamezno povezavo in
vozlisce.

Leva stran slike predstavlja prometni tok, ki med dvema kon¢nima napravama vedno poteka
skozi vrh vpetega drevesa in zaradi narave delovanja protokola STP je priblizno polovica
povezav neizkoris¢enih. V primeru spreminjanja stanja povezav lahko pride do ponovnega
izraCuna topologije drevesa, kar ima lahko za posledico nepredvidljive zakasnitve in vpliv na

prometne tokove.

Desni del slike predstavlja prometne tokove med kon¢nimi napravami ter izkori$¢enost vseh
povezav socasno med stikali »leaf« in »spine«, kar je posledica uporabe usmerjevalnega
protokola namesto protokola STP. Mehanizem porazdeljevanja bremena na podlagi enakih cen
zagotavlja, da so vse povezave enakomerno obremenjene. Arhitektura omrezja, zasnovana na
principu CLOS, v omrezje vnasa nizje, a predvsem predvidljive vrednosti zakasnitev zaradi

svoje geometrijske oblike in socasno aktivnih povezav.

Vrhvpetega drevesa

Ak FACIA

Blokirane povezave

008, 9P

| |

Slika 4: Primerjava prometnih tokov med tradicionalno in sodobno arhitekturo

Vir: (Lasten vir)
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Opisana arhitektura omogoca preprosto razsiritev tako v horizontalni kot tudi vertikalni smeri
v primeru potrebe dodajanja novih strojnih virov oziroma stikal v omreZzje. Primer razsiritve je
prikazan na naslednji sliki (Slika 5), kjer je uporabljen faktor razSiritve dva. Stikala »super
spine« se v praksi uporabljajo za povezovanje ve¢ geografsko loc¢enih podatkovnih centrov, ki

so zgrajeni na arhitekturi CLOS.

4 1 | N

Slika 5: Primer razsiritve arhitekture »Spine-Leaf«

Vir: (Lasten vir)

V sodobnih podatkovnih centrih je pojem POD (angl. Point of Delivery) uporabljen za opis
modularne enote omrezne in racunalniske infrastrukture, ki omogoca uc¢inkovito razsirjanje in
upravljanje podatkovnega centra. POD je osnovna gradbena enota, ki omogoca preprosto Siritev

in prilagodljivost glede na potrebe podatkovnega centra.

Njegove glavne znacilnosti in gradniki omogocajo izdelavo omrezja sodobnega podatkovnega

centra, ki so opisane v nadaljevanju:
e  Modularnost

Zasnovan je kot samostojna enota, ki vkljucuje vse potrebne komponente za omrezno in
racunalniSko infrastrukturo. Te komponente obic¢ajno vkljucujejo streznike, omrezna
stikala, usmerjevalnike, shranjevalne sisteme, napajalne enote (angl. Uninterruptible

Power Supply — UPS), hlajenje in kabelsko infrastrukturo.
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e  Ucinkovitost

Optimizirani so za u¢inkovito delovanje in porabo energije. Standardizirane konfiguracije
omogocajo preprosto nacrtovanje in implementacijo, kar zmanjSuje Cas in stroske
namestitve.

e Razsirljivost

Omogocajo preprosto Siritev podatkovnega centra. V primeru potrebe po vecjih kapacitetah
se preprosto dodajo novi POD-i brez potrebe po vecjih spremembah obstojece

infrastrukture.

Spodnja slika predstavlja primer uporabe pojma POD v sodobnih podatkovnih omrezjih.

SPWE

Slika 6: Primer uporabe koncepta POD

Vir: (Lasten vir)

Koncept POD v sodobnih podatkovnih centrih predstavlja modularni pristop k nacrtovanju in
implementaciji infrastrukture. Ta pristop omogocCa preprosto Siritev, prilagodljivost in
ucinkovito upravljanje podatkovnega centra, kar je klju¢no za podporo sodobnim aplikacijam
in storitvam, ki zahtevajo visoko zmogljivost in zanesljivost. Ponudniki javnih obla¢nih
storitev, uporabljajo zgoraj opisane pristope, kajti le s tak§nim arhitekturnim pristopom lahko
izvajajo posodabljanje, odstranjevanje in dodajanje posameznih gradnikov. V nadaljevanju je
predstavljena visoko ravenska topologija omrezja podatkovnega centra ponudnika

DigitalOcean.
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Nadgradnja podatkovnega centra ponudnika gostovanja DigitalOcean na lokaciji Frankfurt je
poleg dodajanja boljsih shranjevalnih polj obsegala tudi celostno prenovo omrezne
infrastrukture v podatkovnem centru. Odlocili so se za uporabo arhitekture »Spine-Leaf«, kjer
dostopovno raven predstavljajo stikala »leaf« in povezujejo streznisSke gostitelje v vecdomni
postavitvi. Vsak gostitelj je povezan na posamezno stikalo »leaf« v paru. Stikala »spine«
medsebojno povezujejo vsa stikala dostopovne ravni. Omenjeni gradniki tvorijo zakljueno

celoto POD.

Jedrna stikala medsebojno povezujejo vec razliénih POD-ov znotraj posamezne cone, ki v visjih
ravneh abstrakcije ponudnika gostovanja predstavljajo domeno odpovedi. Naloga robnih

usmerjevalnikov je povezovanje razli¢nih con (Salvatore, 2015).

Pod 1 Pod 2
©C
NN 77 ./

N \¢ 47 NN

Slika 7: Primer arhitekture »Spine-Leaf« v omrezju ponudnika gostovanja DigitalOcean

Vir: (Salvatore, 2015)
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3 UPORABLJENE TEHNOLOGIJE IN PROTOKOLI ZA
IZGRADNJO SODOBNEGA OMREZJA V PODATKOVNEM
CENTRU

3.1 Tipi povezav

Opisana arhitektura »Spine-Leaf« je zasnovana za zagotavljanje visoke prepustnosti, nizke
zakasnitve in razSirljivosti v sodobnih podatkovnih centrih. Ena izmed klju¢nih komponent te
arhitekture so povezave med stikali in njihove lastnosti. Za zagotavljanje visoke hitrosti tako
na kratke kot tudi daljSe razdalje je praviloma uporabljena tehnologija prenosa podatkov s
pomocjo opticnih povezav razli¢nih hitrosti. Danes so najpogosteje uporabljene hitrosti 10, 25
in 40 Gbs za priklop kon¢nih naprav na dostopovna stikala ter hitrosti od 100Gbs dalje za

medsebojno povezavo stikal in podatkovnih centrov.

Za izgradnjo povezav lahko uporabimo razli¢ne tipe vimesnikov SFP/QSFP, glede na razdaljo,
hitrost, lastnosti opticne povezave ipd. Najpogosteje se znotraj podatkovnih centrov uporablja
tehnologija vecrodovnega opticnega vlakna (angl. multi-mode fiber), saj so razdalje kratke.
Prav v ta namen so proizvajalci omrezne opreme in kablov razvili poseben tip kabla, imenovan
»DAC« (Direct Attach Cable) ali »twinax«. Gre za opti¢ni (lahko tudi bakren) kabel, ki ima na

obeh koncih Ze tovarnisko vgrajen prikljucni vmesnik.

Povezave med podatkovnimi centri so lahko zgrajene na vec razli¢nih nainov in njihova
prepustnost je odvisna od koli¢ine prometa, ki se usmerja med lokacijami podatkovnih centrov.
Uporabljene so lahko namenske najete opti€ne povezave, transportni opti¢ni sistemi z

zgoscenim valovnim ali grobim valovnim multipleksiranjem in L2 MPLS VPN-resitvijo.

Osnovna velikost paketa se poveca zaradi ovijanja (enkapsulacije) v prekrivnem omrezju in je

treba upostevati vi§je vrednosti MTU na transportni poti.
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3.2 Komunikacijske naprave

Za izgradnjo sodobnega podatkovnega centra z arhitekturo »Spine-Leaf« so klju¢na zmogljiva

in fleksibilna stikala, ki podpirajo visoko gostoto prikljuckov, nizko zakasnitev in napredne

funkcije za avtomatizacijo in upravljanje omreZzja. Na trziScu obstaja ve¢ razli¢nih proizvajalcev

namenske opreme IKT, kot so Cisco Nexus 9000, Arista 7000, Juniper QFX ipd.

Stikala morajo zagotavljati podporo naslednjim protokolom in tehnologijam:

VXLAN (Virtual Extensible LAN)

VXLAN omogoca ustvarjanje navideznih L2-omrezij nad L3-infrastrukturo. Ovija okvirje

Ethernet v UDP-pakete za prenos s pomocjo [P-omrezja.
EVPN (Ethernet VPN)

Tehnologija EVPN zagotavlja nadzorni protokol za VXLAN-omrezja, omogoca

distribucijo naslovov MAC in informacij o VNI med omreznimi napravami (Leaf).
MP-BGP (Multiprotocol Border Gateway Protocol)

Protokol MP-BGP predstavlja razsiritev tradicionalnega BGP z dodatnimi atributi, ki
omogocajo prenos informacij o L2- in L3-omreZzjih in napravah. Uporablja se tudi za

distribucijo EVPN-informacij med napravami.
OSPF (Open Shortest Path First) ali IS-IS (Intermediate System to Intermediate System)

Zagotavljata usmerjanje med omreZnimi napravami topologije »Spine-Leaf« in omogoca

prenos VXLAN-paketov s pomoc¢jo omreZzja.
BGP-EVPN (BGP Ethernet VPN)

Implementacija BGP-EVPN je specifi¢na implementacija EVPN, ki uporablja MP-BGP za
distribucijo EVPN-informacij. Zagotavlja funkcionalnosti, kot so »anycast gateway,

»host mobility« in segmentacija omrezja.
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3.3 Podlozno in prekrivno omreZje

V danasnjih sodobnih podatkovnih centrih sta u¢inkovito upravljanje in optimizacija omreznih
virov kljunega pomena za zagotavljanje visoke zmogljivosti, zanesljivosti in prilagodljivosti.
V tem kontekstu se vse bolj uveljavljata koncepta podloznega omrezja (angl. underlay network)
in prekrivnega omrezja (angl. overlay network). Ti dve plasti omrezne infrastrukture skupaj

omogocata boljSo izkori§cenost navideznih virov in preprostejSe upravljanje omrezja.

3.3.1 PodloZno omreZje

Predstavlja fizicno infrastrukturo podatkovnega centra. Sestavljeno je iz stikal,
usmerjevalnikov, kablov in drugih naprav, ki tvorijo osnovno mrezno strukturo. Podlozno
omrezje je odgovorno za prenos podatkov med razliénimi napravami in lokacijami v
podatkovnem centru ter zagotavlja stabilno in zanesljivo osnovo za delovanje prekrivnih
omrezij. Njegova glavna naloga je zagotavljanje robustne, zanesljive in razsirljive fizicne

povezljivosti, ki podpira vse omrezne operacije.

3.3.2 Prekrivno omreZje

Prekrivno omreZje na drugi strani deluje na vrhu podloznega omrezja in omogoc¢a napredne
funkcionalnosti, kot so navidezna omreZzja, segmentacija prometa ter fleksibilno in dinami¢no
upravljanje omreznih virov. Sodobna prekrivna omrezja omogocajo razli¢ne protokole, kot so

VXLAN, NVGRE in STT.

Med najbolj uveljavljenimi protokoli je protokol VXLAN, ki omogoca razsiritev lokalnih
omrezij s pomocjo fizinih omrezja in zagotavlja virtualne povezave med razlicnimi deli

omreZja, ne glede na njihovo fizi¢no lokacijo.

Spodnja slika predstavlja zgoraj opisana koncepta obeh omrezij.
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Overlay Network

Slika 8: Podlozno in prekrivno omreZzje

Vir: (Zeni, 2024)

3.4 Preklopna matrika sodobnega podatkovnega centra

Preklopna matrika (angl. switch fabric) sodobnega podatkovnega centra predstavlja osrednji
del omrezne infrastrukture, kjer se upravlja in usmerja promet med razlicnimi deli omrezja. Gre
za visoko zmogljiv sistem, ki omogoca hitro in ucinkovito preklapljanje podatkov med

strezniki, shranjevalnimi polji in zunanjim omrezjem.

Zgradimo lahko preklopno matriko s preklapljanjem, ki deluje na ravni L2 oziroma z
usmerjanjem na ravni L3. L2-preklapljanje omogoca hitro posredovanje podatkov na podlagi
naslovov MAC, medtem ko L3-usmerjanje omogoc¢a prenos na podlagi naslovov IP, kar je

pomembno za povezovanje razlicnih segmentov omrezja.

3.4.1 Preklopna matrika s preklapljanjem

Skozi ¢as in razvoj razli¢nih tehnologij za izdelavo omrezij podatkovnih centrov sta se pojavila

dva protokola, ki temeljita na preklapljanju:
e TRILL in

e Shortest-Path Bridging — SPB.
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3.4.1.1 Protokol Transparent Interconnection of Lots of Links — TRILL
TRILL je protokol, ki je bil razvit za izboljSanje delovanja tradicionalnih omreZzij Ethernet,
zlasti v velikih podatkovnih centrih. Protokol zdruzuje prednosti tako L2- kot L3-omrezij, s

¢imer izboljSuje razsirljivost, prilagodljivost in zanesljivost omrezja.
Njegove kljucne znacilnosti so:
e Uporaba usmerjevalnega protokola IS-IS

TRILL uporablja omenjeni protokol za usmerjanje, kar omogoca ucinkovito porazdelitev

in upravljanje prometnih poti v omreZzju.
e Zamenjava protokola STP

TRILL zamenja protokol STP, kar omogo¢a uporabo vseh povezav v omrezju brez

tveganja za zanke.
e IzboljSano usmerjanje

Omogoca optimalno usmerjanje prometa med napravami na podlagi topologije omrezja.
3.4.1.2 Protokol Shortest-Path Bridging — SPB
Shortest-Path Bridging je standardiziran omrezni protokol, zasnovan za poenostavitev in
izboljSanje zmogljivosti omrezij Ethernet, Se posebej v velikih in kompleksnih okoljih, kot so
podatkovni centri. SPB omogoca u¢inkovito usmerjanje prometa z uporabo najkrajsih poti, kar

povecuje izkoriScenost povezav in izboljSuje zmogljivost omrezja.
Njegove klju¢ne znacilnosti so:
e  Uporaba najkrajse poti

Protokol SPB uporablja algoritme za iskanje najkrajSih poti za usmerjanje prometa, kar

zmanjSuje zakasnitev in izboljSuje prepustnost omrezja.

e SPB temelji na usmerjevalnem protokolu IS-IS za izmenjavo informacij o topologiji

omrezja in za izracun najkrajsih poti.
e Ovijanje paketov MAC v MAC

Protokol SPB uporablja tehnologijo MAC-in-MAC za ovijanje paketov, ki potujejo s
pomocjo omrezja. Ta tehnika omogoca, da se promet znotraj posamezne skupine VLAN

ohranja lo¢en in usmerjan s pomocjo najkrajsih poti brez posredovanja vmesnih stikal.
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3.4.2 Preklopna matrika 7 usmerjanjem

Skozi leta razvoja razli¢nih nacinov in tehnologij preklopnih matrik se je v svetu najbolj
uveljavila preklopna matrika z usmerjanjem. V nasprotju s tradicionalnimi preklopnimi
matrikami, ki se osredotoc¢ajo le na preklapljanje na osnovi naslovov MAC, preklopna matrika

z usmerjanjem omogoca tudi usmerjanje prometa na podlagi naslovov IP.

Razlogi za uveljavitev preklopne matrike z usmerjanjem so dobro poznani in dokumentirani
usmerjevalni protokoli, kot so BGP, OSPF in IS-IS, ter vecina sistemskih skrbnikov ze
posreduje znanje o njih. Uporabljeni protokoli so nelastniski in zelo dobro podprti pri razlicnih

proizvajalcih mrezne opreme.

Primeri dveh tehnologij, ki se uporabljata za izgradnjo preklopnih matrik z usmerjanjem, sta

navedeni spodaj:
e VXLAN in
e NvGRE.

V sodobnih podatkovnih centrih se je kot »de-facto« standard najbolj uveljavila tehnologija
izgradnje prekrivnih omrezij s pomocjo protokola VXLAN na podatkovni ravnini s
kombinacijo protokolov MP-BGP EVPN za prenos informacij kontrolne ravnine. V naslednjem

poglavju je podrobneje opisana resitev.
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3.5 Tehnologija VXLAN

VXLAN je tehnologija za navidezna omrezja, ki omogoca razsiritev lokalnih omrezij s pomocjo
fizicnih meja podatkovnega centra. VXLAN uporablja ovijanje paketov za prenasanje okvirjev

Ethernet s pomocjo obstojece IP-omrezne infrastrukture.

Njegove lastnosti in nacin delovanja zelo neposredno naslavljajo slabosti tradicionalnih

arhitektur:

e Stevilo navideznih omreZij je povetano iz 2'? na 2%* bitov, kar predstavlja 16 milijonov

vrednosti,

e optimalnejSa delitev prometnih tokov v podloznem omrezju zaradi uporabe naklju¢no

generiranih izvornih vrat,

e vidljivost naslovov MAC kon¢nih naprav v komunikaciji je razvidna samo na dostopnih

stikalih in je s tem kompleksnost prestavljena iz jedrnih stikal,

e podpora standarda pri vseh vecjih proizvajalcih omrezne opreme.

3.5.1 Paket VXLAN

Protokol VXLAN omogoca razsiritev segmentov Ethernet s pomocjo omrezja IP s pomocjo
ovijanja okvirjev Ethernet v pakete protokola UDP. Kon¢na tocka, kot je npr. navidezni stroj,
poslje podatke in protokol VXLAN doda svojo glavo k protokolnim sporoc¢ilom, kjer se vse
skupaj vstavi v paket protokola UDP. Glava vsebuje identifikator virtualnega omrezja (VNI) in

tako omogoca loCevanje razlicnih omrezij.

Med dvema fizi¢nima tockama, imenovanima tudi VTEP, se v podloznem omrezju vzpostavi
tunel, ki je namenjen prenosu podatkov. Originalni velikosti okvirja Ethernet se doda Se

zaglavje v velikosti 50 zlogov, ki vsebuje podatke o VXLAN, UDP in fiziénem omreZzju.

ETHERNET N/ N7 Vi 4 ® PODATRY

N V

Fizitno omrezje VXLAN + UDP Originalni paket

Slika 9: Paket VXLAN

Vir: (Lasten vir)
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3.5.2 Tuneli

Tuneli IP, opisani v predhodnem poglavju, ki so namenjeni prenosu paketov VXLAN med

razli¢énimi fizi¢nimi tockami v podloznem omrezju, se delijo na tri tipe:
e omrezne tunele,

e strezniSke tunele in

e  hibridne tunele.

Glavni klju¢ delitve sta izvorna in ponorna tocka VTEP-tunela, ki je odvisna od tega, kje se
nahajata. Pri omreznem nacinu sta izvor in ponor VXLAN-tunela med omreznima stikaloma
»Leaf«, kot je prikazano na spodnji sliki. Naloga stikal je, da originalne okvirje na izvoru ovije

v VXLAN in na ponorni strani poskrbi, da se ustrezno odstrani zaglavje VXLAN.

Slika 10: Tunel VXLAN — omrezni nacin

Vir: (Lasten vir)
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Strezniski nacin ustvarjanja tunelov VXLAN deluje na nacin, da sta tocki VTEP na samem
strezniku oziroma omreznem stikalu gostitelja. Princip delovanja je predstavljen na spodnji

sliki.

Slika 11: Tunel VXLAN — strezni$ki nacin

Vir: (Lasten vir)

Hibridni nacin deluje po principu, da je ena tocka VTEP zaklju¢ena na dostopovnem stikalu

»Leaf« in druga na strezniku oziroma gostitelju.

Slika 12: Tunel VXLAN - hibridni naéin

Vir: (Lasten vir)
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3.5.3 Ucenje naslovov koncnih toc¢k tunelov VTEP

V podatkovnih centrih, ki uporabljajo tehnologijo VXLAN, se naslovi kon¢nih tock in tunelov
VTEP ucijo s pomocjo razlicnih metod. Dejstvo, da se dve konc¢ni napravi lahko nahajata v
istem ali razlicnem omreznem segmentu znotraj iste geografske lokacije podatkovnega centra
ali na dveh locenih, je skozi razvoj tehnologije prineslo razli¢ne nacine in pristope, ki so opisani

v naslednjih podpoglavjih:
e statiCen nadin,
e ucenje s poplavljanjem,

e ucenje s protokolom MB-BGP EVPN.

3.5.4 Staticno ustvarjeni tuneli

Najpreprostejsi nacin vzpostavljanja tunelov VTEP je staticno dolo¢anje izvorne in ponorne
toCke tunela. Sistemski skrbnik ro¢no nastavi naslove vseh VTEP-tock, kar omogoca
neposredno komunikacijo med njimi. Taksna preprosta implementacija je primerna za manjSa
omrezja z manj spremembami. Hkrati je neprakti¢na in neucinkovita metoda za velika omreZzja

ali omrezja z dinami¢no spreminjajoco se topologijo.

3.5.5 Ucenje s poplavljanjem

Nacin ucenja s poplavljanjem (angl. flood and learn) je eden izmed tradicionalnih pristopov za
ucenje naslovov MAC v omrezjih z uporabo VXLAN. Ta metoda temelji na osnovnem principu

poplavljanja prometa za odkrivanje kon¢nih tock v podatkovni ravnini prekrivnega omrezja:

e v primeru, ko kon¢na tocka v omreZju VXLAN Zeli poslati podatke drugi kon¢ni tocki,
vendar njen MAC-naslov Se ni vpisan v MAC-tabelo in posiljatelj ne ve, kateri fizi¢ni

gostitelj (VTEP) vsebuje naslov MAC;

e posiljatelj sestavi podatkovni okvir z neznanim naslovom MAC-prejemnika. Ta okvir se
ovije v paket VXLAN, ki vkljucuje zaglavie VXLAN in se nato s pomoc¢jo protokolov
UDP/IP dostavi do drugih VTEP-to¢k v omrezju. Okvir z neznanim naslovom MAC je
poslan v obliki »multicast« ali »unicast« na vse druge tocke VTEP v omrezju. To je proces,

znan kot poplavljanje;
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e ponorna tocka VTEP, ki ima informacijo o ciljnem naslovu MAC, prejme sporocilo,
namenjeno vsem, ustrezno odstrani zaglavje VXLAN in posreduje okvir kon¢ni napravi.
Socasno tocka VTEP shrani (»se nauci«) izvorni naslov MAC v lastno tabelo naslovov

MAC, skupaj s segmentom VNI in z naslovom IP izvorne tocke VTEP;

e s tem ko je naslov MAC shranjen oziroma naucen v lokalnih tabelah tock VTEP, se vsa

nadaljnja komunikacija izvaja neposredno, brez poplavljanja.

Prednost takSnega nacina je preprosta implementacija, saj ni potrebe bo uvedbi dodatne

nadzorne ravnine ali ostalih protokolov za razsirjanje informacije o naslovih MAC.

Glavne slabosti so predvsem, da nacin temelji na protokolih tipa »multicast«, kar predstavlja
dodatno obremenitev strojnih virov stikal in njihova uporaba ni vsakodnevna znotraj
podatkovnih centrov. Ob uporabi ucenja s poplavljanjem se dodatno poveca tudi koli¢ina

prometa znotraj omrezij podatkovnih centrov.

3.5.6 Ucenje s protokolom MB-BGP EVPN

Gre za uporabo protokola MP-BGP EVPN, ki je opisan v RFC 7432 in nudi reSitev za
zagotavljanje informacij naslovov MAC in kon¢nih tock VTEP. Omenjena reSitev je
standardizirana in jo podpira ve€ina proizvajalcev omrezne opreme ter je osnovana na protokolu
MP-BGP VPN. Pri delovanju ne uporablja protokolov tipa »mutlicast« in s tem zmanjSa

nepotrebno koli¢ino prometa ter je del podatkovne ravnine omrezja VXLAN.

Tocke VTEP oglasujejo naslove MAC in IP s pomocjo protokola BGP v omrezje podatkovnega

centra.

Protokol EVPN pozna razli¢ne tipe usmerjevalnih poti, ki so uporabljene za oglaSevanje

razli¢nih vrst informacij:
o Tip 2 MAC/IP sluzi za oglaSevanje naslovov MAC.
o Tip 3 sluzi za oglasevanje informacij protokolov »multicast« in »broadcast«.

o Tip 5 je namenjen oglasevanju informacij o L3-omreznih segmentih.
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e V primeru, ko kon¢na naprava zeli poslati paket ciljni napravi, lokalna tocka VTEP

zabelezi naslov MAC in IP naprave ter jo objavi v omrezje s pomoc¢jo MP-BGP EVPN.
e Ostale tocke VTEP v omreZju prejmejo to informacijo.

e Promet tipa »unicast« se s pomocjo MP-BGP EVPN dostavi neposredno ciljni napravi. V

primeru posiljanja prometa »multicast« in »broadcast« se uporabi tip 3 usmerjevalne poti.

Glavne prednosti protokola so velika podpora locevanju omreznih segmentov na razli¢ne
usmerjevalne instance ter podpora preklapljanju in usmerjanju. Obstajajo moznosti vpeljave
vecnajemnistva, zmanjSana koli¢ina nepotrebnega prometa, povezovanje omreznih naprav
razliénih omreznih proizvajalcev in dobro poznavanje protokola BGP iz strani omreznih

skrbnikov.

3.6 Priklop koncnih in servisnih napray

V sodobnih podatkovnih centrih je priklop kon¢nih naprav na stikala, kot so strezniki in
shranjevalne naprave in ostale servisne naprave, klju¢nega pomena za zagotavljanje zanesljive
povezljivosti in visoke prepustnosti. Stikala ponujajo moznost povezovanja naprav v nac¢inu L2
(Layer 2) in L3 (Layer 3).

V L2-nacinu obstajata dve moznosti, kako so koncne naprave (strezniki, pozarne pregrade itd.)

priklju¢ene na omrezna stikala. Naprave so lahko priklju¢ne glede na funkcionalnost kot:

e »Access« — koncna naprava pripada enemu segmentu VLAN, ki je dolo¢en na vmesniku

stikala, na katerega je naprava prikljucena.

e »Trunk« — kon¢na naprava pripada ve¢ segmentom VLAN. Tak vmesnik na stikalu je
opredeljen kot vmesnik »trunk«. Na takSnem vmesniku so navadno specificirana omrezja

VLAN, ki smejo potovati po tem vmesniku.
Glede na nacin prikljucitve so lahko naprave prikljucene:

e s pomocjo ene fizicne povezave;
e s pomocjo vec vzporednih fizi¢nih povezav, zdruzenih v eno logi¢no povezavo (LAG),

e s pomocjo ve¢ vzporednih fizi¢nih povezav, zdruzenih v eno logi¢no, vendar s pomocjo

dveh sosednjih stikal (MC-LAG).
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Na vmesnike z nastavitvijo »access« so prikljucene strezniSke naprave, ki delujejo samostojno
v okviru enega samega omrezja VLAN. V vecini primerov so povezane neposredno na

dostopovno stikalo.

Na vmesnike tipa »trunk« so prikljuc¢ene naprave, ki omogocajo komuniciranje v ve¢ segmentih
hkrati. Tipi¢ne naprave so lahko pozarne pregrade, usmerjevalniki ali strezniSke gruce.

Obicajno na vmesniku opredelimo, kateri segmenti omrezja VLAN so dovoljeni.

Zaradi zagotavljanja visoke razpoloZljivosti in porazdeljevanja bremena pogostokrat streznike
povezemo na dostopovna stikala z vec fizicnimi povezavami. Z uporabo funkcionalnosti
»LAG« dosezemo, da veC fizicnih povezav sestavlja eno zdruZzeno povezavo. Vsi fizini
vmesniki v povezavi so istocasno aktivni in promet po njih se enakomerno razporeja glede na
tip prometa in izbiro algoritma za deljenje bremena. Izpad ene povezave v zdruzeni povezavi

ne povzrocCi bistvenega vpliva na delovanje skupne povezave.

V primeru, da zelimo dodatno izboljSati visoko razpolozljivost, lahko konc¢ne naprave
povezemo na dve stikali. Z uporabo tehnologije »MC-LAG« si stikali izmenjata vse potrebne
podatke, da lahko povezave na dveh loCenih stikalih delujejo, kot da so prikljucene na eno samo

stikalo.

Ravno tako lahko konéne naprave v L3-nacinu priklopimo z eno ali ve¢ povezavami. Za
oglaSevanje usmerjevalnih poti in razdeljevanje prometa skrbi mehanizem, ki je vgrajen v

usmerjevalnem protokolu.

Spodnja slika predstavlja zgoraj opisane nacine priklopa.

|
|
|
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|
|
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Slika 13: Nacini priklopa kon¢nih naprav

Vir: (Lasten vir)
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4 ZAGOTAVLJANJE VARNOSTI V OMREZJIH SODOBNIH

PODATKOVNIH CENTROV

Vecnajemnistvo (angl. multitenancy) je model, v katerem en sam podatkovni center gostuje ve¢

razli¢nih uporabnikov ali organizacij, imenovanih najemniki. Vsak najemnik deluje v lo¢enem

virtualnem okolju, ki mu omogoca varnost in zasebnost, hkrati deli fizi¢ne vire podatkovnega

centra, kot so strezniki, omrezje in shranjevanje podatkov. Ta model prinasa Stevilne prednosti,

kot so optimizacija virov, nizji stroSki in vecja fleksibilnost, vendar tudi poseben izziv —

zagotavljanje varnosti.

Pri zagotavljanju varnostnih mehanizmov je treba naslovit naslednje izzive:

Izolacija najemnikov

Zagotavljanje, da je vsak najemnik popolnoma izoliran od drugih najemnikov, da

prepre¢imo nepooblascen dostop ali uhajanje podatkov med najemniki.
Nadzor dostopa

Ucinkovito upravljanje dostopa do virov podatkovnega centra, ki zagotavlja, da ima vsak

najemnik dostop samo do svojih podatkov in aplikacij.
Sifriranje podatkov

Zagotavljanje varnosti podatkov v mirovanju in med prenosom z uporabo naprednih

Sifrirnih metod.
Zaznavanja in odzivanje na kibernetske groznje

Sposobnost zaznavanja in odzivanja na varnostne groznje v realnem cCasu, da se zasciti

celotna infrastruktura podatkovnega centra.
Skladnost z regulatornimi zahtevami in veljavnimi pravnimi predpisi

Zagotavljanje, da je infrastruktura podatkovnega centra skladna z vsemi relevantnimi

zakonodajnimi in regulatornimi zahtevami, kot so GDPR, HIPAA, ISO in drugi.
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4.1 Varnostni mehanizmi

Varnost v sodobnih podatkovnih centrih je vecplastna ter zahteva kombinacijo razlicnih
varnostnih mehanizmov in dobrih praks. Segmentacija omrezja, nadzor dostopa, varnost
protokolov, nadzor in zaznavanje vdorov ter zagotavljanje razpolozljivosti so klju¢ni elementi
varnostne strategije. Uporaba teh metod in orodij pomaga zascititi omrezje pred razli¢nimi
groznjami ter zagotavlja zanesljivo in varno delovanje podatkovnega centra. Spodaj je

podrobneje predstavljenih nekaj posameznih mehanizmov.
e Segmentacija omrezja

Delitev omreZja na podlagi skupine VNI omogoca logi¢no loCevanje omreznega prometa
in izbolj$a varnost z omejevanjem dostopa do virov. Vsak VNI predstavlja loceno omrezno

domeno, kar preprecuje nepooblasc¢en dostop med razli¢nimi deli omrezja.

Uporaba navideznih usmerjevalnih instanc VRF omogoc¢a ustvarjanje loCenih
usmerjevalnih tabel za razlicne omrezne segmente znotraj iste fizi¢ne infrastrukture. To

zagotavlja dodatno plast izolacije in varnosti.
e Sifriranje povezav

Eden izmed nacinov Sifriranja povezav je mehanizem MACsec. Zagotavlja Sifriranje na
ravni dostopovne plasti, kar varuje podatke med prenosom s pomocjo Ethernet povezav.
To je Se posebej pomembno za povezave med stikali Ethernet, ki so geografsko na razli¢nih

lokacijah podatkovnih centrov.
e Overjanje in pooblaS¢anje

To je mehanizem, ki omogoca preverjanje pristnosti uporabnikov in dodeljevanje dostopa,
preden jim dovolimo dostop do omrezja. To je kljuCnega pomena za preprecevanje
nepooblas¢enega dostopa. Dostop do virov naj bo dodeljen po nacinu minimalno

potrebnega.
e  Varnost protokolov z mehanizmi IPSec in SSL

Varnostna mehanizma IPSec in SSL zagotavljata Sifriranje in preverjanje pristnosti [P

prometa, kar je kljunega pomena za zasc¢ito podatkov med prenosom.
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e Sistem IPS za zaznavanje in prepreCevanje vdorov

IDS/IPS-sistemi spremljajo omrezni promet ter onemogocijo prometne tokove, ce

prepoznajo sumljivo vsebino podatkov oziroma napadov.
e Sistem SIEM

SIEM-sistemi zbirajo in analizirajo varnostne dogodke iz razli¢nih virov v omreZzju, kar

omogoca boljSe odkrivanje in odzivanje na varnostne incidente.

4.2 Segmentacija omreZja podatkovnega centra 7 novodobnimi pristopi

V sodobnih podatkovnih centrih je zagotavljanje varnosti, u€inkovitosti in prilagodljivosti
omrezja klju¢nega pomena. Tradicionalni nacini segmentacije omrezij, ki temeljijo na fizi¢nih
napravah in osnovnih omreznih pravilih, so se izkazali za nezadostne pri obvladovanju
naras¢ajocih potreb po varnosti in obvladovanju kompleksnosti. Zato se vse bolj uveljavljajo
novodobni pristopi, ki omogocajo bolj dinamic¢no, granularno in prilagodljivo segmentacijo

omrezja.

To poglavje raziskuje razli¢ne metode in tehnologije, ki so na voljo za segmentacijo omrezij v
podatkovnih centrih. Poseben poudarek je na reSitvah uporabe distribuiranih virtualnih pozarnih
pregrad, uporabi tradicionalnih fizi¢nih pozarnih pregrad in omejevanju z listami dostopa. Ti
pristopi omogocajo ustvarjanje lo¢enih varnostnih domen, izboljSano upravljanje prometa ter

zagotavljanje visoke stopnje varnosti in skladnosti.

Novodobnimi pristopi se v omrezjih podatkovnih centrov prilagajajo dinami¢nim poslovnim
potrebam, omogocajo u¢inkovitejSe upravljanje virov ter zagotavljajo boljSo zasc¢ito podatkov
in aplikacij. Poglavje bo podalo pregled teh sodobnih reSitev in primerjavo z bolj

tradicionalnimi pristopi.
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4.2.1 Uporaba list dostopa

Eden izmed tradicionalnih nac¢inov omejevanja prometnih tokov v podatkovnem centru je z
uporabo list dostopa, ki sovpadajo z omrezno topologijo. TakSen nacin se najveckrat vzpostavi
na omreznih vmesnikih privzetih prehodov na stikalih. Vecina sodobnih omreznih stikal
omogoca pisanje pravil z omejevanjem do ravni L4. TakSen nacin postaja kompleksnejsi z
dodajanjem novih gradnikov v omrezje podatkovnega centra, poveca se moznost napake in nudi

manjso fleksibilnost v primerjavi z namenskimi pozarnimi pregradami.
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4.2.2 Fizicne poZarne pregrade

Fizi¢ne pozarne pregrade naslednje generacije so tradicionalne naprave, ki se uporabljajo za
segmentacijo omrezij ter pregledovanje prometnih tokov in izvajanje varnostne politike.
Postavijo se med razli¢ne varnostne domene. V primeru podatkovnih centrov sta tipi¢na vzorca
prometnih tokov v smeri sever-jug in vzhod-zahod. Z novodobnim razvojem ter s povecanjem
Stevila aplikacij in koli¢ine prometa znotraj posameznega podatkovnega centra je treba
zagotoviti dovolj zmogljivo pozarno pregrado. Drug nacin umestitve pozarne pregrade je na
rob omrezja podatkovnega centra, kjer se izvaja varnostna politika pregledovanja prometnih
tokov iz ostalih delov omreZzja proti podatkovnemu centru. Spodnja slika predstavlja oba nacina

vzpostavitve.
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Slika 14: Primer prometnih tokov

Vir: (Lasten vir)

Prednosti takSnega nacina so centralno upravljanje in nadzor med omreznimi segmenti, visoka
zmogljivost namenskih naprav ter pogosto vklju¢ene napredne funkcionalnosti, kot so sistemi
IDS/IPS. Ob veliki rasti koli¢ine prometa lahko takSne namenske naprave predstavljajo ozka
grla, dodatno vzdrZevanje in manjSo prilagodljivost, Se posebej v okoljih, kjer so pogoste

spremembe.

44



4.2.3 Distribuirane navidezne poZarne pregrade

Programsko opredeljena omrezja so revolucionarno spremenila na¢in upravljanja omreZzij v
podatkovnih centrih. S tem pristopom se fizicna omrezna oprema lo¢i od funkcionalnosti
upravljanja, kar omogoca centraliziran nadzor in vecjo prilagodljivost. To je klju¢no za
obvladovanje kompleksnosti sodobnih podatkovnih centrov, ki se morajo hitro in uc¢inkovito

odzivati na spreminjajoce se poslovne potrebe in varnostne zahteve.

Glavni lastnosti uporabe distribuiranih pozarnih pregrad sta:

e izgradnja dinamicno izvedenih omreZnih topologij (angl. »on-demand network toplogy«),
e centralizirano upravljanje in nadzor tako izvedenih omreznih topologij.

Ena izmed kljucnih varnostnih resitev v arhitekturah SDN (angl. Software Defined Network)
je uporaba distribuiranih pozarnih pregrad. Ta pristop omogoca postavitev varnostnih politik
neposredno na raven navideznih omreznih strojev in aplikacije. Distribuirane pozarne pregrade
omogocajo granularni nadzor prometnih tokov, neodvisno od fizi¢ne lokacije v omrezju, kar

poenostavlja segmentacijo in izboljSuje zascito znotraj podatkovnega centra.

Dva izmed vodilnih ponudnikov distribuiranih pozarnih pregrad sta podjetji VMware NSX in

Cisco s resitvijo ACL

4.2.3.1 VMware NSX

Produkt VMware NSX je reSitev za programsko opredeljena omrezja in varnost, ki omogoca
popolno virtualizacijo omreznih funkcij v podatkovnih centrih. NSX prinaSa koncept
distribuirane pozarne pregrade, ki se izvaja neposredno na vsakem gostitelju. To pomeni, da se
varnostne politike izvajajo na vsakem virtualnem omreznem vmesniku, kar omogoca podrobno

segmentacijo in za$¢ito med navideznimi stroji znotraj istega fizi¢nega streznika.
Njegove glavne prednosti so:

e  Omogoca uvedbo natan¢nih varnostnih politik na ravni posameznih navideznih strojev, kar
zmanjSuje povrsino za izvedbo kibernetskega napada (angl. attack surface) in izboljSuje

varnost omrezja.

e NSX omogoca mikrosegmentacijo, kjer so varnostne politike lahko aplicirane na osnovi
aplikacijskih logik in uporabniskih vlog ali drugih poslovnih meril. Zelo preprosto

omogoca izgradnjo razli¢nih okolij in s tem podpira gostovanje razli¢nih uporabnikov.
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e Varnostne politike se dolocajo centralno in se nato samodejno prenesejo in stopijo v

veljavo po celotnem omrezju, kar poenostavi upravljanje in skladnost s predpisi.

4.2.3.2 Cisco Application Centric Infrastructure

Cisco Application Centric Infrastructure (ACI) je celovita reSitev za upravljanje omrezij in
varnosti, ki temelji na politiki omreZnega ali aplikacijskega modela. ACI zdruzuje strojno in
programsko opremo za zagotavljanje avtomatizacije, centraliziranega upravljanja in nadzora

nad omrezjem podatkovnega centra.
Njegove glavne prednosti so:

e Uporablja aplikacijske ali omrezne profile za dolo¢anje varnostnih politik, ki se uveljavijo
glede na posamezno aplikacijo. To omogoc¢a natan¢no doloc¢anje dovoljenih

komunikacijskih poti med razli¢nimi aplikacijskimi komponentami.

e Cisco ACI se lahko poveze z razli€nimi varnostnimi napravami in storitvami, vkljucno s
pozarnimi pregradami tretjth proizvajalcev, kar omogoca implementacijo varnostnih

politik na ve¢ ravneh omrezja.

e Podobno kot NSX tudi ACI omogoca izvajanje varnostnih politik na vsakem omreznem
elementu, vendar z dodatno podporo za fizicne naprave, kar omogoca obvladovanje

varnostnih politik tako v fizi¢nih kot tudi navideznih okoljih.
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S UPRAVLJANJE OMREZJA SODOBNEGA
PODATKOVNEGA CENTRA

Upravljanje podatkovnih centrov je kljucen vidik, ki vpliva na ucinkovitost, varnost in
zanesljivost celotne infrastrukture. Obstajajo razli¢ni nacini upravljanja, ki segajo od ro¢nih
metod do naprednih avtomatiziranih resitev. Razli¢ni nacini upravljanja podatkovnih centrov
imajo svoje prednosti in slabosti, odvisno od potreb, velikosti in kompleksnosti infrastrukture.
Medtem ko ro¢no upravljanje ponuja popoln nadzor, avtomatizirane resitve z odprtokodnimi
orodji in s CI/CD-koncepti omogoc¢ajo ve¢jo ucinkovitost, enotnost in razsirljivost. Namenska
programska oprema proizvajalcev omrezne opreme zagotavlja napredne funkcionalnosti in

podporo, vendar s tem prinaSa tudi visje stroSke in odvisnost od enega proizvajalca.

5.1 Orodja in nacini upraviljanja

V nadaljevanju poglavja so predstavljeni Stirje najpogostejsi nacini upravljanja IKT-gradnikov

podatkovnih centrov s svojimi prednostmi in slabostmi.

5.1.1 Rocéno upravljanje

Vse naloge, kot so konfiguracija omreznih naprav, spremljanje delovanja, upravljanje
streznikov in izvajanje varnostnih politik, se izvajajo ro¢no s pomocjo grafiCnega
uporabniSkega vmesnika ali ukazne vrstice. Pri takSnem nacinu upravljanja je klju¢no vodenje
dokumentacije o konfiguracijah, spremembah in postopkih za ohranjanje preglednosti, sploh

ker lahko socasno spremembe opravlja ve¢ skrbnikov.
e Prednosti
Ni potrebe po dodatni programski opremi ali orodjih za avtomatizacijo postopkov.
Skrbniki imajo popoln nadzor nad vsemi vidiki infrastrukture.
e Slabosti
Rocne naloge so lahko zelo ¢asovno zahtevne.
Pogosteje se pojavijo napake, kar lahko vodi do izpadov ali varnostnih ranljivosti.

Upravljanje velikih ali kompleksnih okolij postane neobvladljivo
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5.1.2 Avtomatizirano upravljanje 7 odprtokodnimi orodji

Avtomatizirano upravljanje z odprtokodnimi orodji temelji na uporabi programske opreme, kot
so Ansible, Puppet, Chef in Terraform, ki omogocajo avtomatizacijo razli¢nih procesov v
podatkovnih centrih. Ta orodja omogocajo uporabo skript in predlog za ponovljive in dosledne
konfiguracije. Namesto rocnega izvajanja nalog lahko skrbniki ustvarijo avtomatizirane
delovne tokove, ki pospesijo uvajanje in upravljanje infrastrukture. Avtomatizacija vkljucuje
konfiguracijo omreznih naprav, uvajanje streznikov, namestitev aplikacij in spremljanje
delovanja. Odprtokodna orodja imajo Siroko podporo skupnosti, kar omogoca stalne

posodobitve in prilagoditve.
e Prednosti:
- zmanjSanje ro¢nega dela in napak zaradi ¢loveskega dejavnika,
- lazje upravljanje velikih in kompleksnih okolij,
- aktivne skupnosti za podporo in razvoj orodij.
e Slabosti:
Potrebno je usposabljanje osebja za uporabo teh orodij in s tem nastanejo stroSki uvajanja.

Odprtokodna orodja morda ne ponujajo vseh funkcionalnosti, ki jih nudi namensko

programsko orodje.

5.1.3 Upravljanje s koncepti DevOps in CI/CD

Koncepti CI/CD (angl. Continuous Integration/Continuous Delivery) in DevOps prinasajo
avtomatizacijo in integracijo procesov razvoja, testiranja in uvajanja aplikacij v podatkovne
centre. S pomocjo orodij, kot so Jenkins, GitLab CI in CircleCl, se izvorna koda nenehno
integrira in preizkusa, kar omogoca hitro odkrivanje napak in stabilno dostavo programske
opreme. Koncept infrastrukture kot kode (angl. 1aC) je klju¢en v CI/CD, kjer se konfiguracije
in nastavitve podatkovnih centrov upravljajo z uporabo kode, kar omogoca doslednost in
ponovljivost. DevOps-prakse izboljSujejo sodelovanje med razvojno in operativno ekipo, kar

vodi do hitrejSega uvajanja in zanesljivejSe infrastrukture.
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e Prednosti:
- omogoca hitro in zanesljivo uvajanje sprememb v infrastrukturo in aplikacije,

- boljsa integracija med razvojnimi in operativnimi ekipami,uporaba kode zagotavlja

doslednost pri uvajanju in upravljanju infrastrukture.
e Slabosti:

- Implementacija CI/CD-procesov zahteva natan¢no nacrtovanje in lahko poveca

kompleksnost upravljanja;

- potrebno je usposabljanje osebja za uporabo CI/CD-orodjij in procesov.

5.1.4 Namenska programska oprema proizvajalca omreZne opreme

Namenska programska oprema proizvajalca omrezne opreme je zasnovana za avtomatizacijo
in upravljanje omrezij znotraj podatkovnih centrov. Proizvajalci, kot so Cisco, VMware,
Juniper in Arista, ponujajo resitve, kot so Cisco ACI, VMware NSX, Juniper Contrail in Arista
CloudVision, ki so posebej prilagojene za njihovo strojno opremo. Te reSitve omogocajo
celovito upravljanje omreznih virov, avtomatizacijo konfiguracij, spremljanje delovanja in
zagotavljanje varnosti. Integracija z obstojeCo strojno opremo proizvajalca omogoca
optimizirano zmogljivost in preprosto uvajanje novih storitev. Namenska programska oprema

ponuja napredne funkcionalnosti, ki so klju¢ne za sodobne podatkovne centre.

Marsikatera od njih za svoje delovanje uporablja mehanizme umetne inteligence in nacela
strojnega ucenja, vendar podrobnosti delovanja niso poznane, saj gre za zaprtokodno lastniSko
programsko opremo. Omenjeni mehanizmi so najveCkrat uporabljeni za hitrejSe odkrivanje
anomalij in vzrokov napak, saj Ul na podlagi nau¢enih modelov hitreje korelira podatke med
seboj. S tem sistemskim skrbnikom olaj$a delo in uporabo poglobljenih metod odkrivanja

napak.

e Prednosti:
- Popolna integracija z omrezno opremo proizvajalca omogoca optimizirano delovanje.
- Zagotovljene so tehni¢na podpora in redne posodobitve iz strani proizvajalca.

- Orodja ponujajo napredne funkcionalnosti, ki so posebej prilagojene za dolocene

omrezne resitve.
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e Slabosti:
- Licencnine za lastniSko programsko opremo so lahko zelo visoke.
- Vecja odvisnost od enega proizvajalca lahko ome;ji fleksibilnost pri izbiri reSitev.

- Integracija s heterogenimi omrezji in z napravami drugih proizvajalcev je lahko

oteZena.
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5.2 Uporaba metod umetne inteligence v sodobnih omreZjih podatkovnih

centrov

Umetna inteligenca postaja vse bolj nepogresljiv del vsakdana in posledi¢no je povecana
uporaba tudi v sodobnih omrezjih IKT. Z narasc¢ajo¢o kompleksnostjo omreZzij in eksponentno
rastjo podatkov, ki jih ta omrezja obdelujejo, je tradicionalno upravljanje omrezij vse manj
ucinkovito in prinaSa nove nacine za optimizacijo delovanja, izboljSanje varnosti in

zagotavljanje kakovosti storitev v sodobnih omreZzjih.

5.2.1 Optimizacija omreZnih virov

UI omogoca avtomatizirano upravljanje omreznih virov, kar vodi do boljSe izrabe strojne in
programske opreme. Algoritmi za strojno ucenje lahko analizirajo prometne vzorce in
optimizirajo razporeditev virov glede na trenutne potrebe. To vkljucuje dinamicno prilagajanje
pasovne Sirine, inteligentno usmerjanje prometa in optimizacijo latence, kar povecuje

ucinkovitost in zmanjSuje stroske.

5.2.2 Proaktivno zaznavanje in odpravljanje napak

Sodobna omrezja IKT so podvrZena Stevilnim potencialnim napakam in motnjam, ki lahko
vplivajo na njihovo delovanje. Ul omogoca proaktivno zaznavanje nepravilnosti z uporabo
naprednih tehnik, kot so odkrivanje anomalij, predikcijska analitika in avtomatizirani odziv na
incidente. S tem lahko omreZzje samodejno odpravi napake, Se preden te vplivajo na uporabnike,

kar bistveno poveca zanesljivost in razpolozljivost omrezja.

5.2.3 Varnost v omreZjih

Varnost je eno izmed klju¢nih podrocij, kjer Ul prinasa velike koristi. Algoritmi UI lahko v
realnem Casu analizirajo velike koli¢ine podatkov, odkrivajo potencialne varnostne groznje in
avtomatizirajo odziv na napade. Uporaba Ul za odkrivanje vdorov (IDS) in preprecevanje
vdorov (IPS) omogoca boljse prilagajanje varnostnih ukrepov ter hitrejsi in u¢inkovitejsi odziv

na varnostne incidente.
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5.2.4 Samodejno upravijanje in orkestracija omreZij

Z nara$€ajoCo priljubljenostjo omreZzij, opredeljenih s programsko opremo (SDN) in z
navideznimi omreznimi funkcijami (NFV), postaja potreba po avtomatizaciji upravljanja
omrezij vse vecja. Ul omogoca samodejno orkestracijo kompleksnih omreznih operacij, kar
vkljucuje konfiguracijo omreznih naprav, upravljanje politik in optimizacijo delovanja omrezja

v realnem Casu. To zmanjSuje potrebo po rocnih posegih in zmanjSuje moznost cloveskih napak.

5.2.5 Povecanje kakovosti storitev

S pomocjo Ul lahko omrezja zagotavljajo vi§jo kakovost storitev (angl. Quality of Service) s
prilagajanjem na specificne potrebe uporabnikov in aplikacij. Algoritmi strojnega ucenja lahko
napovedujejo potrebe po omreznih virih in dinamicno prilagajajo omrezje, da zagotavljajo

optimalno uporabnisko izkusnjo, tudi pri velikih obremenitvah.

Uporaba umetne inteligence v sodobnih omrezjih IKT prinasa Stevilne prednosti, ki vkljucujejo
optimizacijo virov, izboljSanje varnosti, avtomatizacijo upravljanja in izboljSanje kakovosti
storitev. Ul omogoca, da omrezja postanejo bolj prilagodljiva, zanesljiva in varna, kar je

kljucnega pomena za podporo vedno bolj povezanega in digitaliziranega sveta.
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6 PRIMER OMREZJA SODOBNEGA PODATKOVNEGA
CENTRA

V nadaljevanju poglavja bomo predstavili poslovni primer (angl. business case) za vzpostavitev
zasebnega oblaka in omreZja sodobnega podatkovnega centra, ki temelji na arhitekturi »Spine-
Leaf« in tehnologijah, kot sta VXLAN in EVPN. Podjetje prihaja iz gospodarstva in se zaveda
nenehne potrebe po razvoju in posodabljanju infrastrukture ter prilagajanju uporabniskih
storitev, ki jih ponuja svojim kon¢nim uporabnikom in tudi zaposlenim, ter zagotavljanju
prijetne uporabniske izkusnje. Odlocitev za vzpostavitev zasebnega oblaka z omrezno
arhitekturo, ki temelji na nacelih CLOS, je bila sprejeta na podlagi zahtev zagotavljanja hitre
prilagodljivosti, enostavne razsirljivosti in zanesljivosti sistemov IKT. Prav tako sta bila dva
kljuéna dejavnika visoka raven zagotavljanja varnosti podatkov in ohranjanje stroskovne

u¢inkovitosti.

Podjetje uporablja novodobna nacela razvoja programske opreme in aplikacij, ki so osnovani
na tehnologiji vsebnikov (angl. containers) in postajajo vse pogostejsi v njihovem
produkcijskem okolju. Njihova lastnost elasti¢nosti in razsirljivosti ob povecanih uporabniskih
obremenitvah je pogojena tudi z gostovanjem na fizi¢nih gostiteljih in posledi¢no z lastnostmi

omrezja podatkovnega centra, ki mora to omogocati.

Arhitektura omogoca model vecnajmenisStva in s tem lahko preprosto lo¢i okolja, ki so

namenjeni testiranju in razvoju programske opreme, od produkcijske uporabe.

V nadaljevanju je predstavljen primer omrezne arhitekture sodobnega podatkovnega centra iz
prakse, ki temelji na stikalih proizvajalca Cisco Nexus 9300 ter uporablja najsodobnejse

standarde, kot so VXLAN, EVPN in MP-BGP.

Multi-Site VXLAN EVPN-arhitektura je sodobna reSitev za izgradnjo razsirljivih in zanesljivih
omrezij podatkovnih centrov, ki omogocajo povezljivost med vec¢ lokacijami. Ta resitev temelji

na tehnologiji VXLAN za razSiritev L2-omreZij s pomocjo L3-infrastrukture.
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6.1 Opis uporabljenih gradnikov

Pri¢ujoca podpoglavja natancneje opisujejo uporabljena stikala Ethernet in priklju¢ne kable z

ostalimi IKT-gradniki omrezne infrastrukture podatkovnega centra.

6.1.1 Stikala Cisco Nexus 9300

Cisco Nexus 9336C-FX2 je visoko zmogljivo Ethernet stikalo, namenjeno za uporabo v
podatkovnih centrih z visoko prepustnostjo in nizko latenco. Omogoca hitro in ucinkovito
povezljivost do ostalih stikal in drugih omreznih naprav v podatkovnem centru. V nasem

primeru je uporabljeno kot hrbteni¢no stikalo.
Njegove lastnosti so:
e  Vmesniki:
o 36 x 100-Gigabit Ethernet QSFP28 vmesnikov,

o vsak vmesnik100 G lahko deluje s hitrostjo 100 Gb/s, 40 Gb/s ali se razdeli na $tiri 25
Gb/s ali 10 Gb/s vmesnike.

e  Prepustnost:
o skupna prepustnost: 7,2 Tbps,

o skupna zmogljivost preklapljanja: 3,6 Bpps.

Slika 17: Hrbteni¢no stikalo Cisco Nexus 9336C-FX2

Vir: (Cisco Inc., 2024)

Cisco Nexus 93180YC-FX3 je stikalo s podporo protokolu Ethernet, zasnovano za
zagotavljanje visoko zmogljivih povezav za streznike in druge naprave v podatkovnih centrih.
Stikalo podpira razli¢ne hitrosti povezav, kar omogocCa raznovrstno povezavo z ostalimi

napravami. V opisanem primeru je model stikala uporabljen v vlogi dostopovnih stikal.
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Njegove lastnosti so:
e  Vmesniki:
o 48 x 1/10/25-Gigabit Ethernet SFP28 vmesnikov,
o 6 x40/100-Gigabit Ethernet QSFP28 vmesnikov.
e  Prepustnost:
o skupna prepustnost: 3,6 Tbps,

o skupna zmogljivost preklapljanja: 2,6 Bpps.
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Slika 18: Dostopovno stikalo Cisco Nexus 93180YC-FX3

Vir: (Cisco Inc. , 2024)

6.1.2  Prikljucni kabli in vmesniki

Opticni »Direct Attach Cable« (DAC) kabli, ki jih ponuja proizvajalec Cisco, so zasnovani za
visoko zmogljivost in nizko latenco, kar jih naredi idealne za povezovanje znotraj podatkovnih
centrov. DAC-kabli so cenovno ugodna resitev za kratke povezave med omreznimi napravami,
kot so stikala, usmerjevalniki in strezniki. Na trziS¢u obstajajo kabli razli¢nih hitrosti vse od 10
Gbs, 25 Gbs, 40 Gbs do 100 Gbs. Slednji, s podporo hitrosti 100 Gbs, so v pri¢ujocem primeru
kljuéni element za povezljivost med stikali. Z razlicnimi dolzinami med 1 in 30 m ter s
preprosto namestitvijo ponujajo prilagodljivo in zmogljivo reSitev za izgradnjo visoko
zmogljivih omrezij.

Podatkovna centra sta medsebojno povezana s pomocjo dveh zakupljenih opti¢nih povezav in
z uporabljenim vmesnikom tipa 100G-ERL-S proizvajalca Cisco nudita moznost povezave do

razdalje 25 km ob ustreznih lastnostih opticne trase (slabljenje, kromatska disperzija ipd.).
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Slika 19: Primer priklju¢nih kablov DAC- in QSFP-modula

Vir: (Cisco Inc. , 2024)

6.2 Fizicna topologija omreZja

Fizi¢na topologija omreZja je zgrajena na nacelu dvostopenjske arhitekture »Spine-Leaf«. Prvo
stopnjo predstavljajo Stirje pari stikal »leaf«, po dva para v vsakem podatkovnem centru. Stikali
znotraj para sta medsebojno povezani z dvema opti¢nima povezavama hitrosti 100 Gbps, z
zagotavljanje podvojenosti v primeru izpada posameznega stikala v paru. Drugo raven
predstavljajo stikala »spine«. Vsak podatkovni center ima en par taks$nih stikal, ki sta
medsebojno povezani z enako povezavo, kot prej omenjena stikala »leaf«. Vsako stikalo »leaf«
ima povezavo s hitrostjo 100 Gbps do vsakega stikala »spine »znotraj podatkovnega centra.
Podatkovna centra sta medsebojno povezana z dvema povezavama hitrosti 100 Gbps s pomocjo

najetih opti¢nih povezav.
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S tak$nim povezovanjem stikal »leaf« in »spine« opisana topologija predstavlja visoko

razpoloZzljivost na ve¢ nacinov, in sicer:

e Vsako stikalo »leaf« je povezano na vsako stikalo »spine« znotraj lokacije podatkovnega
centra in s tem zagotovimo podvojenost v primeru izpada posamezne povezave oziroma

stikala »spine«.

e Fizicni povezavi med stikaloma »leaf« v posameznem paru sta tisti, ki omogocata pravilno
delovanje tehnologije vPC (angl. Virtual PortChannel), ki je podrobneje opisana v poglavju
6.3. Njen namen je predvsem zagotavljanje podvojenosti in visoke razpolozljivosti
kon¢nim napravam, ki so v omreZje priklopljene ve¢domno. S tem zagotovimo nemoteno

delovanje kon¢nih naprav v primeru izpada posameznega stikala znotraj para.

e Stikala »spine« na fizi¢ni ravni s svojimi povezavami tvorijo kvadrat, kar v primeru izpada
posamezne povezave med njimi zagotavlja, da se t. i. »BUM« (angl. broadcast, unknown
unicast, multicast) promet nemoteno posreduje dalje. Prav tako zagotavlja dodatno
povezavo in stopnjo visoke razpolozljivosti v primeru izpada povezave med posameznima

stikaloma »spine« med razli¢nima podatkovnima centroma.

Spodnja slika predstavlja fizi¢no topologijo omrezja.

e = e

\

Slika 20: Fizi¢na topologija omrezja podatkovnega centra

Vir: (Lasten vir)

Strezniki so znotraj posameznega podatkovnega centra prikljueni ve¢domno z vsaj eno
povezavo na vsako stikalo »leaf« v paru. Hitrosti priklopov so razli¢ne in segajo od 1 Gbs do

25 Gbs. Nacin priklopa je razviden s spodnje slike.
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Slika 21: Primer priklopa streznikov

Vir: (Lasten vir)

6.3 PodloZno omreZje

Podlozno omrezje v predstavljeni topologiji sluzi za zagotavljanje osnovne povezljivosti med
stikali. Vse povezave med stikali »leaf« in »spine« so tipa L3 in imajo dodeljen omrezni naslov
iz zasebnega naslovnega prostora. V praksi se praviloma povezavam tipa tocka-tocka dodeli
omrezni naslov velikosti omrezne maske /30. Protokol IS-IS je u€inkovit usmerjevalni protokol,
ki se pogosto uporablja za upravljanje podloznih omrezij zaradi svoje zanesljivosti in

zmogljivosti, predvsem hitrega konvergen¢nega Casa.

Protokol IS-IS skrbi za dosegljivost posameznih fizi¢nih povezav znotraj podatkovnega centra
in logi¢nih vmesnikov tipa »Loopback«, ki so uporabljeni za izvor vmesnikov VTEP in
vzpostavitve BGP-sosedstev. Implementacija resitve s stikali Cisco Nexus predvideva uporabo
istega naslova IP na vmesnikih Loopback med dvema stikaloma v vPC paru. Primeri
konfiguracije podloznega omrezja, naslavljanja IP, usmerjevalnega protokola IS-IS in

vmesnikov »Loopback« so prikazani na spodnji sliki.
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SPINE LEAF
feature isis feature isis

interface Ethernetl/35 interface Ethernetl/h%

description DC1-Spine0ll Ethl/35 <-> description DC-Leafldl Ethl/59 <->
DC-Leaf0l Ethl/59 DC1-5Spine(l

mtu 2216 mtu %216

ip address 10.4.97.1/30 ip address 10.4.97.2/30
ip router i ISIS ir cuter isi=z ISIS
no shutdo

s 10.4.06.101/32
ip router isis ISIS

face loopbackld
intion NVE lgopback
ip address 10.4.96.11/32 tag 65002 I ‘ess 10.4.9%6.201/732
ip router iais ISIS ip addresa 10.4.96.200/32 secondary
ip router isis ISIS

description VIF VIEP
ip address 10.4.96.30/32 tag 65002

router isis ISIS router isis ISIS
net 49.0010.0004.0096.0001.00 net 4%.0010.0004.0056.0101.00
is-typs level-2 iz-typs level-2
log-adijacency-changes log-adjacency-changes

addrezs-family ipv4 unicast addre=ss-family ipv4 unicast

\\\\Hh maximum-paths 12 4’//// \\\\H‘ maximum-paths 12 "////

Slika 22: Primer konfiguracije podloznega omrezja

Vir: (Lasten vir)

Cisco Virtual Port-Channel (vPC) je napredna omrezna tehnologija, ki jo je razvil Cisco za
izboljSanje zmogljivosti, podvojenosti in zanesljivosti omreznih povezav. vPC omogoca
povezavo ene naprave (npr. streznika ali stikala) na dve fizicno lo¢eni stikali, ki se obnaSata kot
ena logicna naprava. Ta funkcionalnost povecuje omrezno prepustnost in razpoloZzljivost ter

zmanjSuje ¢as izpada omrezja. Klju¢ne komponente tehnologije vPC so:

e vPC Peer se uporablja za izmenjavo informacij o stanju povezav, usklajevanje MAC-
naslovov, VLAN-informacij in drugih podatkov. Zagotavlja skladnost podatkov med

obema stikaloma.

e VvPC Peer Keepalive Link zagotavlja, da stikali v vPC-domeni nista v stanju razcepa (angl.

split brain).

e vPC-vmesnik nudi povezave iz vsakega stikala v paru do kon¢ne naprave (npr. streznika
ali drugega stikala). Delujejo kot ena logi¢na povezava, kar omogocCa agregacijo

prepustnosti.
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vPC | vPC Domain ' | vPC Peer
Pear I Peer-Link | Keepalive Link
I
]
I
Orphan Switch 2 |
Pot. =9 |
i
]
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___________________ Port
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Slika 23: Primer gradnikov tehnologije vPC

Vir: (Port Channels and vPCs, 2024)

Primer konfiguracije funkcionalnosti vPC je razviden s spodnje slike.

LEAF LEAF \

feature vpo feature wvpo

vpo domain 10 vpe demain 10
pesr-switch peer-switch
rele prierity 100 role priority 100

peer—keepal ation 10.4.0.63 peer—keepalive destination 10.4.0.62
source 10.4. source 10.4.0.63

peer-gateway peer-dateway

layer3 peer-—router

interface port-channeld096

description vEC - DC1-Leaf0l < - >

DCl-Leafi2 DC1-Leafdl
switchport switchport
switchport mode trunk swi rt mode trunk
spanning-tree port Lype network spannipg-tree port iype nekwork
vpc peer-link vpe peer-link

Slika 24: Primer konfiguracije mehanizma vPC

Vir: (Lasten vir)
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6.4 Prekrivno omreZje s kontrolno in podatkovno ravnino

Prekrivno omrezje deluje z ovijanjem paketov v dodatne omrezne okvirje, ki se prenesejo s
pomocjo obstojece fizicne infrastrukture (podloznega omrezja). To omogoca logi¢no
segmentacijo omrezja ne glede na fizi¢no topologijo. VXLAN-tehnologija je bila uporabljena
v danem omrezju. Uporabljen je tudi protokol MP-BGP EVPN za pravilno delovanje kontrolne
ravnine in distribucijo informacij o naslovih MAC in IP med stikali »leaf«. Stikala »leaf«
tvorijo BGP-sejo z vsakim stikalom »spine« znotraj posamezne lokacije podatkovnega centra.
Stikala »spine« imajo vlogo reflektorja poti (angl. route refelector) v protokolu BGP. To nam
omogoca, da ni treba vzpostaviti BGP-seje med vsemi stikali »leaf« in »spine«. Stikala »spine«
so med razlicnimi geografskimi lokacijami podatkovnih centrov povezana s pomocjo sej BGP,
ki so namenjene zagotavljanju povezljivosti. Iste seje se uporabljajo tudi za prenos informacij

o kon¢nih tockah.

feature bgp

SPINE \ LEAF
ax overlay gvpn nv overlay gvpn
tu

bgp 65002

onter-id 10.4.96.101

address-family ipvd unicast
maximum-paths 4

REDIST-DIRECT
mazimum-paths 4
address—family 12vpn svpn
retain route-target all
peer LEAF
_____ a=z &5002
description BGF to Leafs
update-source loopbackD
address-—family ipwv4 unicast

advertise-pip
template peer SPINE

description BGP to Spines
s loopbackl

& N
send-community extendsd send-community
route-reflector-clisnt send-community extended

address—family 12vpn evpn

template peer MULTISITE
remote-as 65001

description SPINEZ
vrf DC-FROD

maximum-paths 4
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SPINE

neighbor 10.1.99.17
inherit peer MULTISITE
description SPINE1
neighbor 10.1.89%.21
inherit peer MULTISITE
description SPINE2
neighbor 10.4.86.2
remote-as 65002
description BGP to Spinel
update-source loopbackd
address—-family ipv4 unicast
send-community
send-community extended
address—-family 12vpn evpn
send-community
send-community extended
neighbor 10.4.96.101
inherit peer LEAF
description LEAF1
neighbor 10.4.96.102
inherit peer LEAF
description LEAF2
neighbor 10.4.96.103
inherit peer LEAF
description LEAF3
neighbor 10.4.86.104
inherit peer LEAF
description LEAF4
vrf DC-PROD
address-family ipv4 unicast
advertise 12vpn svpn
maximum-paths 4

Slika 25: Primer konfiguracije MP-BGP z EVPN

Vir: (Lasten vir)
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Za zagotavljanje ustreznega ovijanja originalnih okvirjev in vzpostavitve t. i. tunelov VTEP se
uporabljajo namenski logi¢ni vmesniki, imenovani »nve«. Nastavitve pod njimi povedo, da je
njihov izvorni vmesnik »Loopback« in za zagotavljanje dosegljivosti informacij kontrolne

ravnine uporabljamo protokol BGP.

LEAF

interface nvel
no shutdown
description VTEP Interface
host-reachability protocol bgp
source-interface loopbacklO

Slika 26: Primer konfiguracije vimesnika »VTEP«
Vir: (Lasten vir)
Vsaki skupini VLAN se ro¢no doda vrednost atributa VNI, kar zagotavlja preslikavo VLAN —
VXLAN in s tem omogofimo segmentacijo prometa na ve¢ navideznih omrezij znotraj

posameznega stikala. Obenem s tem pridobimo moznost ponovne uporabe iste skupine VLAN

na drugih stikalih za druge najemnike.

LEAF
vlan 10

name DB_SERVERS3

Slika 27: Primer preslikave VLAN — VXLAN

Vir: (Lasten vir)

Vzpostavitve mostovne domene (angl. bridge domain) je eden izmed klju¢nih konceptov, ki
omogoca segmentacijo omreznega prometa znotraj omrezja VXLAN. Poleg tega zagotovi
raz$iritve L2-domene s pomocjo omrezja L3, sluzi za pravilno ovijanje in odvijanje okvirjev,

ucenje naslovov MAC in nudi podporo ve¢najemnistva.

LEAF

vni 200010 12
rd auto

route-target export auto

Slika 28: Primer nastavitve mostovne domene

Vir: (Lasten vir)
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6.5 Varnostni mehanizmi

V nadaljevanju je predstavljenih nekaj uporabljenih varnostnih mehanizmov za zagotavljanje
vecje varnosti v omrezju podatkovnega centra. Vecina uporabniskih segmentov se zakljucuje
na namenski pozarni pregradi naslednje generacije, kjer se tudi izvaja varnostna politika

pregledovanja prometnih tokov. V nadaljevanju so podrobneje opisane resitve, kot so:
e Sifriranje povezav med podatkovnima centroma z mehanizmom MACSec,
e logic¢na delitev prekrivnega omrezja in vpeljava ve¢najemnega modela,

e administrativni dostop do omreznih naprav.

6.5.1 Mehanizem MACSec

MACSec je standard za varno komunikacijo na ravni podatkovne povezave, ki zagotavlja
Sifriranje podatkov in integriteto na omreznih povezavah. Na stikalih Cisco Nexus 9300
MACsec omogoca Sifriranje podatkovnega prometa med napravami na ravni L2, kar zagotavlja
varnost pred prestrezanjem podatkov (angl. sniffing) in vrivanjem zlonamernih podatkov (angl.

injection attacks).

Spodaj sta predstavljena primer konfiguracije mehanizma MACSec na stikalih »spine« in

Sifriranje povezav med podatkovnima centroma.

/ SPINE \

feature macsec

key chain MACSEC-DCI-KEY macsec
key 10

cipher-suite GCM-AES-256

interface Ethernetl/2
macsec keychalin MACSEC-DCI-KEY policy/

MACSEC-DCI-POLICY

Slika 29: Primer konfiguracije MACsec

Vir: (Lasten vir)
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6.5.2 Vpeljava veCnajmenega modela

Z uporabo razli¢nih navideznih usmerjevalnih instanc VRF je omogoceno loCevanje omreznih
poti na istem podloznem omrezju podatkovnega centra, s ¢imer lahko vpeljemo model

vecnajmenistva med razli¢nimi uporabniSkimi skupinami, naro¢niki, okolji.

Vsaka instanca VRF omogoc¢a segmentacijo omreZja znotraj ene fizicne infrastrukture in deluje
kot lo¢en usmerjevalni sistem z lastno tabelo usmerjanja, kar pomeni, da lahko dve razli¢ni

instanci uporabljata isti naslovni prostor brez medsebojnega oviranja in morebitnih tezav.

Posamezna navidezna usmerjevalna instanca VRF preprecuje, da promet iz posamezne instance

vpliva na promet v drugi instanci in s tem je omogocena uporaba razli¢nih politik usmerjanja.

Spodaj je primer segmentacije omrezja glede na tip okolja, kot so »PROD«, »STAGE,
»DEVELOP« in »GUEST«.

SPINE IN LEAF SPINE IN LEAF
vrf context DC-PROD interface V1an3600
vni 100100 usmerjanije
rd auto za DC-PROD
address-family ipv4 unicast no shutdown
route-target both auto mtu 9216

route-target both auto evpn

vrf context DC-STAGE

vnil 100200 usmerjanje
rd auto za DC-STAGE
address-family ipv4 unicast no shutdown

route-target both auto mtu“ggfg”m”

route-target both auto evpn

vri context DC-DEVELOP

vni 100200 usmerjanije
rd auto za DC-DEVELOP
address-family ipv4 unicast no shutdown

route-target both auto mtu“gg{g”““

route-target both auto evpn ;;E member DC-DEVELOP

vrf context DC-GUEST

vni 100300
rd auto usmerjanje
address-family ipv4 unicast za DC—GUEST

route-target both auto no shutdown

route-target both auto evpn mtumggzgmmm

no ip redirects
ip forward
no ipvé redirects

Slika 30: Primer segmentacije prekrivnega omrezja

Vir: (Lasten vir)
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6.5.3 Administrativni dostop do omreZnih naprav

Na stikalih v podatkovnih centrih je pogosto uporabljena lo¢ena instanca VRF, namenjena za
upravljanje (angl. management), kar omogoca izolacijo administrativnega prometa od
produkcijskega. Instanca VRF za upravljanje se uporablja za loCevanje administrativnih
povezav in protokolov, kot so SSH, TACACS+, NTP, SNMP, SYSLOG itd., od ostalega
omreznega prometa. Naslednja slika prikazuje konfiguracijo uporabljenih protokolov za

upravljanje na stikalih v podatkovnem centru.

SPINE IN LEAF

feature tacacs+

server 10.1.11.3
server 10.1.12.3

logging server 10.1.15.10 4 use-yrf management

Slika 31: Primer upravljavskih protokolov

Vir: (Lasten vir)
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7 ZAKLJUCEK

V diplomskem delu sem raziskal in analiziral klju¢no vlogo, ki jo sodobna omrezna arhitektura
ima pri zagotavljanju visoke zmogljivosti, zanesljivosti in prilagodljivosti podatkovnih centrov.
Na podlagi teoreticnih izhodiS¢ in prakti¢nih primerov sem predstavil arhitekturo CLOS, ki
temelji na topologiji »Spine-Leaf«, kot eni izmed najbolj optimalnih reSitev za sodobne

podatkovne centre.

Hipoteza 1: Arhitektura »Spine-Leaf« omogoca boljSo razsirljivost podatkovnih centrov

v primerjavi s tradicionalnimi topologijami.

Hipoteza je potrjena. Arhitektura zagotavlja preprosto razsirljivost, saj omogoca dodajanje
novih stikal »leaf« in »spine« brez prekinitev obstojecih storitev. Omogoca enotno in
predvidljivo latenco med kon¢nimi to¢kami, kar je klju¢no za podporo sodobnim aplikacijam
in storitvam, ki zahtevajo nizko zakasnitev. Poleg tega je arhitektura »Spine-Leaf« zasnovana
z mislijo na podporo za sodobne protokole in tehnologije, kot sta VXLAN in EVPN, ki

omogocajo prilagodljivo in varno segmentacijo omrezja.

Hipoteza 2: Podatkovni centri, zgrajeni na topologiji »Spine-Leaf«, dosegajo niZjo
omrezno latenco in so zanesljivejSi v primerjavi s podatkovnimi centri, ki uporabljajo

tradicionalne topologije.

Hipoteza je potrjena. Topologija »Spine-Leaf« je zasnovana z namenom optimizacije
omreznega prometa in zmanjSanja latence. V tej topologiji sta prisotna dva sloja stikal, in sicer
hrbteni¢na in dostopovna. Taksna struktura omogoca, da vsak prometni tok prehaja le skozi eno
stopnjo, kar zmanjSuje Stevilo prehodov in s tem tudi latenco. V tradicionalnih topologijah se
lahko promet preusmerja skozi vec¢ stopenj stikal (npr. dostopna stikala, agregacijska stikala in

jedrna stikala), kar povecuje $tevilo prehodov in s tem latenco.

Topologija »Spine-Leaf« prav tako izboljSuje zanesljivost omrezja. V tej zasnovi se vsako
stikalo »leaf« povezuje z vsemi stikali »spine«, kar zagotavlja podvojene poti za vsak prometni
tok. To pomeni, da v primeru okvare enega ali vec stikal »spine« promet Se vedno lahko tece s

pomocjo drugih, brez vecjih motenj v delovanju omrezja.
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Hipoteza 3: Arhitektura »Spine-Leaf« omogoc¢a vecjo prilagodljivost pri upravljanju
omreZja, kar vodi k hitrejSemu prilagajanju spreminjajo¢im se potrebam podatkovnega

centra.

Hipoteza je potrjena. Arhitektura »Spine-Leaf« omogoca hitro in preprosto dodajanje ali
odstranjevanje naprav v omrezju brez potrebe po obseznih konfiguracijskih spremembah. V tej
topologiji so vsa stikala »leaf« povezana z vsemi stikali »spine«, kar pomeni, da dodajanje
novih stikal »leaf« ali streznikov ne vpliva na obstojeCe povezave in omogoca, da se nove
naprave preprosto povezejo v omrezje. TakSna prilagodljivost zmanjSuje potrebo po
nacrtovanju in zmanjSuje motnje v delovanju obstojeCega omrezja. Opisana arhitektura je
zasnovana tako, da podpira napredne tehnologije in inovacije. Zasnova omreZja omogoca
preprosto integracijo novih tehnologij in resitev, kar pomeni, da podatkovni centri lahko hitro
sprejmejo novosti, kot so vi§je hitrosti prenosa podatkov ali novi standardi omreznih

protokolov, brez potrebe po obseznih prenovah omrezja.

Hipoteza 4: Arhitektura »Spine-Leaf« omogoc¢a preprostejSe upravljanje in s tem bolj

optimalne stroske za delovanje omrezja podatkovnih centrov.

Hipoteza je potrjena. Arhitektura »Spine-Leaf« ponuja poenostavljeno strukturo omrezja z
dvema ravnima stikal, kar zmanjSa kompleksnost omreZzne topologije v primerjavi z bolj
zapletenimi tradicionalnimi arhitekturami. Zaradi preproste topologije in standardizacije
gradnikov arhitektura »Spine-Leaf« omogoca preprostejSe upravljanje in vzdrzevanje omrezja.
ZmanjSana kompleksnost pomeni manj napak pri konfiguraciji in potrebo po manjSem Stevilu
tehni¢nih virov za podporo omreZja. ManjSe tveganje za napake in hitrejSe reSevanje tezav
zmanjSujeta stroske operacij in vzdrZevanja, kar prispeva k bolj optimalnim skupnim stroskom

delovanja.

Omogoca preprostejSo integracijo z naprednimi nadzornimi orodji, ki lahko samodejno
spremljajo in optimizirajo delovanje omrezja. Te orodja lahko hitro identificirajo in reSujejo
tezave ter omogocajo boljSe nacrtovanje zmogljivosti. Preprostej§i nadzor pripomore k

zmanjsanju stroskov dela in izboljsa ucinkovitost upravljanja omrezja.

Hipoteza 5: Zaradi preproste arhitekture omrezij »Spine-Leaf« je uvajanje v UI
preprostejSe ter tako natancnejSe in hitrejSe odkrivanje nepravilnosti tako v

konfiguracijah kot tudi v delovanju omrezZja.

68



Hipoteza je potrjena. Arhitektura »Spine-Leaf« se dobro povezuje z naprednimi nadzornimi
orodji in s sistemi za upravljanje omrezja. Ta orodja lahko preprosto analizirajo in vizualizirajo
stanje omrezja ter hitro identificirajo tezave, saj so povezave in poti v omrezju jasne in preprosto
sledljive. To omogoca boljSo analizo podatkov in natancnejSe napovedovanje tezav, kar
povecuje hitrost in natan¢nost pri odkrivanju nepravilnosti. V uporabljeni tehni¢ni reSitvi metod
in algoritmov UI nisem mogel potrditi, vendar so v poglavju 5.2 predstavljeni teoreti¢ni vidiki

potencialne uporabe.

Zakljucujem, da je arhitektura CLOS pomemben korak naprej v razvoju podatkovnih centrov,
saj omogoca izpolnjevanje zahtev sodobnega poslovanja in tehnoloskih inovacij. Njena uvedba
lahko organizacijam prinese konkurenc¢no prednost z izboljSanjem ucinkovitosti, znizanjem
operativnih stroskov in s povecano odpornostjo proti morebitnim motnjam v delovanju. V
prihodnosti bo njena vloga v IT-infrastrukturi $e naprej rasla, saj postaja klju¢na komponenta

za podporo digitalne preobrazbe in inovacij.

S pospeSenim razvojem in z uporabo Ul bo upravljanje sodobnih omrezij IKT postajalo
preprostejSe. Njena vloga bo predvsem samodejno reSevanje in prepoznavanje anomalij v

prometnih tokovih, kar bo znatno olajsalo delo sistemskim skrbnikom.

S prakti¢nim primerom sem potrdil teoreti¢na izhodiS¢a in uporabo opisane arhitekture v

produkcijskem okolju, ki podpira poslovne potrebe podjetja pri poslovanju.
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